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INTRODUCTION

The contemporary physics of elementary particles is based on the standard model. The latter is a quantum field theory of leptons and quarks interacting through gauge fields. The use of quantum field theory for the description of the electromagnetic, weak and strong interactions was extremely successful and still there are no experimental facts that are not explained by the standard model. At the present time, there is no universally recognized theory of quantum gravity and the gravitational field is not included in the standard model scheme. Related to that, the influence of the gravity on matter quantum fields is studied within the framework of semiclassical theory where the gravity is treated as a classical curved background. Within this approach a number of interesting effects were obtained, including the vacuum polarization and particle creation by black holes and at the early stages of the Universe expansion (for reviews see [1]-[4]). In particular, this type of quantum effects may solve the problem of singularities in general relativity.

Recent years have seen an explosion of applications of field theoretical methods in condensed matter physics (for various aspects of these applications see [5]-[22]). Being a theory of system with a large number of degrees of freedom, quantum field theory provides powerful tools for the investigations of different condensed matter systems. They include electronic subsystems in metals and in graphene like two-dimensional structures, critical phenomena and phase transitions, Bose-Einstein condensation, superfluidity and superconductivity, various types of integrable models, quantum Hall effect, various kinds of spin states (spin-liquid states, chiral spin states, anyons), topological defects, topological insulators and topological phases, bulk-to-boundary correspondence.

Field theories for the number of spatial dimensions $D$ other than 3 have attracted a great deal of attention. For $D > 3$ this was mainly motivated by the importance of the Kaluza-Klein and braneworld type models, as frameworks for the unification of the fundamental physical interactions. Extra dimensions are an inherent feature in string theories and in supergravity. There has been a growing interest in recent years in models formulated on backgrounds with the number of spatial dimensions $D < 3$. Aside from their role as simplified models in particle physics, field
theories in lower dimensions serve as effective theories describing the long-wavelength properties of a number of condensed matter systems. Examples for the latter are high-temperature superconductors, \(d\)-density-wave states, Weyl semimetals, graphene (and graphene related materials) and topological insulators. For these systems, the long-wavelength dynamics of excitations is formulated in terms of the Dirac-like theory living in \((2+1)\)-dimensional spacetime where the role of the velocity of light is played by the Fermi velocity. In topological insulators, \(2D\) massless fermionic excitations appear as edge states on the surface of a \(3D\) topological insulator. \((2+1)\)-dimensional models also appear as high temperature limits of \(4\)-dimensional field theories.

Among interesting features in \((2+1)\)-dimensional models are flavour symmetry breaking, parity violation, fractionalization of quantum numbers, the possibility of the excitations with fractional statistics. Important new possibilities appear in gauge theories. In particular, the topologically gauge invariant terms in the action provide masses for the gauge fields. This leads to a natural infrared cutoff in the theory and to the solution for the infrared problem without changing the physics in the ultraviolet range [23]. A possible mechanism for the generation of gauge invariant topological mass terms is provided by quantum corrections [24]. The corresponding theories provide a natural framework for the investigation of the quantum Hall effect.

In models with fermions coupled to the Chern-Simons gauge field, there are states with nonzero magnetic field and with the energy lower than the lowest energy state in the absence of the magnetic field [25]. As a consequence of this, the Lorentz invariance is spontaneously broken [26]-[31]. Among the most interesting topics in the studies of \((2+1)\)-dimensional theories is the parity and chiral symmetry-breaking. In particular, it has been shown that a background magnetic field can serve as a catalyst for the dynamical symmetry breaking [32, 33],[34]-[39]. In addition, the background gauge fields give rise to the polarization of the ground state for quantum fields with the generation of various types of quantum numbers [24],[40]-[44]. In particular, charge and current densities are induced [45]-[53]. The persistent currents of this kind in toroidal carbon nanotubes, threaded by a magnetic flux, were investigated in [54]-[58]. Note that the persistent currents in normal metal rings have been recently measured in [59, 60]. The measurements have been done for both a single ring and arrays of rings. The corresponding
results agree well with calculations based on a model of non-interacting electrons.

In a number of field theoretical models, including the ones describing the condensed matter systems at large length scales, additional boundary conditions are imposed on the field operator. These conditions can have different physical origins. For example, in graphene nanotubes and nanoloops, because of the compactification of one or two spatial dimensions, the Dirac equation is supplemented by quasiperiodicity conditions along compact dimensions with phases depending on the wrapping direction (chirality of the nanotube). Another type of graphene made structures in which additional boundary conditions are imposed on the field wavefunctions are graphene nanoribbons, geometrically terminated single layers of graphite (see, for instance, [61, 62]). The edge effects play a crucial role in electronic properties of nanoribbons. In particular, depending on the boundary conditions, a nonzero band gap may be generated. An important new thing is the possibility for the appearance of dispersive edge states.

Among the most interesting physical consequences originating from the spatial confinement of a quantum field is the Casimir effect [63]-[67]. The boundary conditions modify the spectrum of zero-point fluctuations and, as a consequence of that, the vacuum expectation values (VEVs) of physical observables are shifted. The physical quantities, most popular in the investigations of the Casimir effect, are the vacuum energy and stresses. By using these quantities, the forces acting on the constraining boundaries can be evaluated. These forces are presently under active experimental investigations. For charged fields, among the most important characteristics of the ground state are the expectation values of the charge and current densities. Similarly to the vacuum energy and stresses, the VEVs of these quantities are influenced by the change of spatial topology or by the presence of boundaries. The vacuum currents in spaces with nontrivial topology and with quasiperiodic boundary conditions on the field operator along compact dimensions have been investigated in [68, 69] for the flat background geometry and in [70] and [71] for locally de Sitter and anti-de Sitter backgrounds. For the special case $D = 2$, the general results were applied to cylindrical and toroidal graphene nanotubes, within the framework of the effective Dirac theory. The influence of additional boundaries on the vacuum currents along compact dimensions has been discussed in [72, 73] and [74, 75] for locally Minkowski and anti-de Sitter backgrounds. The finite temperature effects on the fermionic condensate and
current densities in models with an arbitrary number of toroidally compact spatial dimensions are discussed in [76].

The properties of the ground state in both field-theoretical and condensed matter systems, in addition to boundaries, are sensitive also to the topology of the background geometry. Among the sources of the nontrivial topology are the various kinds of topological defects, formed as a result of symmetry breaking phase transitions [77]-[80]. Depending on the topology of the vacuum manifold they can be planar, linear and point-like defects. Among the well-known examples of planar defects are the domain walls appearing in both the condensed matter and cosmological contexts. Examples of linear defects in condensed matter physics are the disclinations in crystals. Topologically stable linear defects may have been created by phase transitions in the early Universe [77]. These defects are called cosmic strings and they are candidates for the generation of a variety of interesting physical effects, including gravitational lensing, anisotropies in the cosmic microwave background radiation, the generation of gravitational waves, high-energy cosmic rays, and gamma ray bursts. In [81] it has been demonstrated that the defects in condensed matter physics and in field theories can be dealt with the same geometric approach. In the simplest theoretical model describing the infinite straight linear defect the spacetime is locally flat outside the defect core. The only effect is the generation of angle deficit in the plane perpendicular to the defect.

Among the examples of condensed matter systems where topological defects may be formed by phase transitions are the superfluid He\textsuperscript{3}, superfluid He\textsuperscript{4}, superconductors and liquid crystals [80, 82, 83]. In particular, nematic liquid crystals consist of rod-like molecules which are oriented randomly above the phase transition temperature. As temperature decreases they tend to align and topological defects are expected to form in such a symmetry breaking transition. They include strings (disclination lines) and monopoles. In the case of strings, the rods point away from the core of the string. The laboratory experiments allowing to investigate defect formation in the course of phase transitions have been discussed in [80, 82]. With these studies, one is able to clarify the nature of cosmological phase transitions. In particular, because the superfluid He\textsuperscript{3} exhibits many similarities with our Universe, the superfluid condensate may be considered as a quantum vacuum with various types of quasiparticles and topological defects.
Consequently, the condensate provides a test system for the experimental investigation of a number of problems in cosmology that are otherwise difficult or even impossible to investigate experimentally [80, 84]. The laboratory simulation of cosmic string formation in the early Universe by using superfluid He$^3$ has been discussed in [85, 86, 87]. In string theories, one of the mechanisms for the formation of linear topological defects is the brane collisions and annihilations. In [88] laboratory experiments were reported simulating brane annihilation using the coherent phase boundary between the two phases of superfluid He$^3$. By creating a brane-antibrane pair in superfluid He$^3$ and subsequently annihilating it, defects were indeed created. This confirms the concept of defect formation after brane annihilation in the early Universe.

In quantum field theory the corresponding non-trivial topology induces non-zero VEVs for physical observables. In this context, the VEVs of the energy-momentum tensor have been evaluated for scalar, fermionic, and electromagnetic fields [89]-[106]. The analysis of the Casimir effect in the cosmic string spacetime have been developed for scalar [107], fermionic [108, 109], and electromagnetic fields [110, 111] for the geometry of a coaxial cylindrical boundary. The Casimir force for massless scalar fields subject to Dirichlet and Neumann boundary conditions in the setting of the conical piston has been recently investigated in [112]. The Casimir densities for a scalar field induced by a flat boundary perpendicular to the string have been considered in [113]. The combined effects of the topology, induced by a conical defect, and coaxial boundaries on the vacuum currents have been studied in [109, 114]. The finite temperature charge and current densities in the geometry of a (3 + 1)-dimensional conical defect with magnetic flux are studied in [115]. In [116] the finite temperature effects are investigated on the fermion condensate and on the expectation values of the charge and current densities for a massive fermionic field with nonzero chemical potential in a (2+1)-dimensional conical spacetime in the presence of a magnetic flux located at the cone apex.

**The aim of the present thesis** is the investigation of the effects from boundaries and nontrivial topology on the quantum properties of the ground state for fermionic and electromagnetic fields. We have studied:

- VEVs of the charge and current densities for a charged fermionic field in two-dimensional planar rings, threaded by an external magnetic flux,
• Fermionic condensate, the VEV of the energy-momentum tensor for a fermionic field and the forces acting on the plates perpendicular to a linear conical defect,

• VEVs of the electric and magnetic field squared, of the energy-momentum tensor for the electromagnetic field, the Casimir and Casimir-Polder forces in the geometry of parallel conducting plates perpendicular to a conical defect.

Scientific novelty

Closed analytical expressions are obtained for the charge and current densities of a fermionic field in two dimensional rings with bag boundary conditions on the edges. The edge-induced parts are extracted explicitly and their dependence on the geometrical characteristics and on the magnetic flux. Formulas are derived for the fermion condensate and for the VEV of the energy-momentum tensor of a massive fermionic field in (3+1)-dimensional spacetime with a linear conical defect and in the presence of parallel plates perpendicular to the defect axis. The Casimir forces acting on the boundaries are investigated and it has been shown that they are attractive. The combined effects of a linear topological defect and conducting plates on the quantum properties of the electromagnetic vacuum are studied. The expressions for the VEVs of the electric and magnetic field squared, for the energy-momentum tensor, for the Casimir and Casimir-Polder forces are derived. The features of these forces are investigated in dependence of the problem parameters.

The results obtained in the thesis can be applied for the investigations of the effects from boundaries on the charge and current densities induced by a magnetic flux in systems with the long-wavelength excitations described by the Dirac model, as well as to the systems of condensed matter physics with linear topological defects. The methods for the evaluation of the VEVs of charge and current densities in planar rings may be applied to the investigation of these quantities in two-dimensional conical structures, in particular, to graphene nanocones.

Basic theses to be defended

1. The magnetic flux threading a two-dimensional circular planar ring induces the charge and azimuthal current densities in the ground state of a quantum fermionic field. They
are odd periodic continuous functions of the magnetic flux with the period equal to the flux quantum.

2. As functions of the energy gap, the charge and current densities exhibit quite different features for two inequivalent representations of the Clifford algebra. On the outer edge of the ring the current density is equal to the charge density whereas on the inner edge they have opposite signs. For a fixed values of the other parameters, both the charge and current densities decrease by the modulus with decreasing outer radius.

3. In the geometry of two parallel plates perpendicular to the conical defect the topological parts in the fermionic condensate and the ground state energy-momentum tensor vanish on the plates as a consequence of the cancellation between the boundary-free and boundary-induced parts. The fermionic condensate is positive near the defect and negative at large distances from the defect. Both the boundary-free and boundary-induced contributions to the energy density are negative.

4. The fermionic Casimir pressures on the plates vanish at the points where the defect crosses the plates and is negative at other points. The corresponding forces are attractive.

5. In the geometry of parallel conducting plates perpendicular to a conical defect, the expectation value of the electric field squared is negative near the defect and positive near the plates. The mean value of the magnetic field squared is negative everywhere. The boundary-induced part in the expectation value of the energy-momentum tensor for the electromagnetic field is nonzero in the region between the plates only and it does not depend on the coordinate along the defect axis. The corresponding energy density is positive near the defect and negative at large distances.

6. The electromagnetic Casimir pressures on the plates depend on the distance from the defect and this dependence is not monotonic. The corresponding forces are always attractive. The Casimir-Polder forces acting on a polarziable microparticle are repulsive with respect to the defect and attractive with respect to the closer plate.

The structure of the thesis is the following. In Chapter 1 we investigate the expectation
value of the fermionic charge and current densities induced by a magnetic flux in a spatial region of (2+1)-dimensional spacetime bounded by two concentric circles. On the circles, bag boundary conditions are imposed. We assume that the flux is located inside the inner boundary and, consequently, its effect on the vacuum properties is of the Aharonov-Bohm type. In Section 1.1 we specify the bulk and boundary geometries and the boundary conditions imposed on the fermionic field in the problem under consideration. In Section 1.2, the complete set of positive- and negative-energy mode functions is determined in the geometry of a finite width ring. These mode functions are used in Section 1.3 for the evaluation of the VEV of the charge density. Two equivalent representations are provided with the explicitly separated boundary contributions. The VEV of the azimuthal current density is investigated in Section 1.4. In Section 1.5, based on the results from previous sections, the induced charge and current densities are discussed in parity and time-reversal symmetric models and applications are given for graphene rings. The main results of the Chapter 1 are summarized in Section 1.6.

In Chapter 2 we are interested in the influence of the nontrivial topology due to the conical defect on the fermionic Casimir densities and the Casimir force in the geometry of two parallel plates with the MIT bag boundary condition. In order to have an exactly solvable problem, we will consider the idealized model for the defect with flat spacetime everywhere except on the defect where the curvature tensor has delta-type singularity. In this simplified model the exterior spacetime has a conical structure with the planar angle deficit related to the linear mass density. In Section 2.1 we specify the bulk and boundary geometries and the boundary conditions imposed on the fermion field. The complete set of the positive- and negative-energy wavefunctions is presented. By making use of these modes, in Section 2.2 we evaluate the fermionic condensate in the region between the plates. Various asymptotic limits of the general expression are discussed. Similar considerations for the expectation value of the energy-momentum tensor are presented in section 2.3. The Casimir forces acting on the plates are investigated in section 2.4. The main results of the chapter are summarized in Section 2.5.

In Chapter 3 we evaluate the expectation values of the electric and magnetic field squared and the energy-momentum tensor of the electromagnetic field for two parallel conducting plates perpendicular to the conical defect axis. These quantities are among the most important local
characteristics of the electromagnetic vacuum. Though the corresponding operators are local, due to the global nature of the vacuum state, they contain an important information about the topology of the background spacetime. In addition, the VEV of the energy-momentum tensor plays an important role in modelling a self-consistent dynamics involving the gravitational field. In Section 3.1 we consider the mode functions for the electric and magnetic fields in the region between two conducting plates. In Section 3.2, these mode functions are used for the evaluation of the expectation values of the electric and magnetic fields squared. By making use of the Abel-Plana summation formula, the latter are decomposed as the sum of boundary-free, single plate-induced, and second plate-induced parts. The Casimir-Polder force on a polarizable particle is discussed in Section 3.3. The expectation value of the energy-momentum tensor and the Casimir forces acting on the plates are investigated in Section 3.4. Finally, in section 3.5 the main results are summarized.
Chapter 1: INDUCED FERMIONIC CHARGE AND CURRENT DENSITIES IN TWO-DIMENSIONAL RINGS

In this chapter, for a massive quantum fermionic field, we investigate the vacuum expectation values (VEVs) of the charge and current densities induced by an external magnetic flux in a two-dimensional circular ring. Both the irreducible representations of the Clifford algebra are considered. On the ring edges the bag (infinite mass) boundary conditions are imposed for the field operator. This leads to the Casimir type effect on the vacuum characteristics. The radial current vanishes. The charge and the azimuthal current are decomposed into the boundary-free and boundary-induced contributions. Both these contributions are odd periodic functions of the magnetic flux with the period equal to the flux quantum. An important feature that distinguishes the VEVs of the charge and current densities from the VEV of the energy density is their finiteness on the ring edges. The current density is equal to the charge density for the outer edge and has the opposite sign on the inner edge. The VEVs are peaked near the inner edge and, as functions of the field mass, exhibit quite different features for two inequivalent representations of the Clifford algebra. We show that, unlike the VEVs in the boundary-free geometry, the vacuum charge and the current in the ring are continuous functions of the magnetic flux and vanish for half-odd integer values of the flux in units of the flux quantum. Combining the results for two irreducible representations, we also investigate the induced charge and current in parity and time-reversal symmetric models. The corresponding results are applied to graphene rings with the electronic subsystem described in terms of the effective Dirac theory with the energy gap. If the energy gaps for two valleys of the graphene hexagonal lattice are the same, the charge densities corresponding to the separate valleys cancel each other, whereas the azimuthal current is doubled.
1.1 Problem setup

Dirac-like fermions play an important role in modern condensed matter physics. In a large number of systems, including graphene, d-wave superconductors, topological insulators and Weyl semimetals, the properties of the electronic subsystems is well described by the Dirac equation (for a short review see [20]). Important materials science and practical implications are based on the understanding of Dirac particles in two and three spatial imensions. Although the microscopic physics that gives rise to the massless Dirac fermions in each of the examples is different, the low-energy properties are governed by the same Dirac field theory.

In a background geometry described by the metric tensor $g_{\mu\nu}$ and in the presence of an external electromagnetic field with the vector potential $A_\mu$ the Dirac equation for a quantum fermion field $\psi(x)$ is presented as

$$ (i\gamma^\mu D_\mu - sm) \psi(x) = 0, \quad (1.1) $$

where $D_\mu = \partial_\mu + \Gamma_\mu + ieA_\mu$ is the gauge extended covariant derivative, $\Gamma_\mu$ is the spin connection and $e$ is the charge of the field quanta. The Dirac matrices $\gamma^\mu$ obey the Clifford algebra $\{\gamma^\mu, \gamma^\nu\} = 2g^{\mu\nu}$. As the background geometry, we consider (2+1)-dimensional flat spacetime described in polar coordinates $x^\mu = (t, r, \phi)$ with the metric tensor $g_{\mu\nu} = \text{diag}(1, -1, -r^2)$. It is known that in odd number of spacetime dimensions the Clifford algebra has two inequivalent irreducible representations (with $2 \times 2$ Dirac matrices in (2+1) dimensions). Firstly we will discuss the case of a fermionic field realizing the irreducible representation of the Clifford algebra. The parameter $s$ in Eq. (1.1), with the values $s = +1$ and $s = -1$, corresponds to two different representations (for more details see below). With these representations, the mass term violates both the parity ($P$-) and time-reversal ($T$-) invariances. We will discuss the charge and current densities in parity and time-reversal symmetric models in section 1.5. In the long wavelength description of the graphene, $s$ labels two Dirac cones corresponding to $K_+$ and $K_-$ valleys of the hexagonal lattice.

We assume that the field is confined in the spatial region bounded by two concentric circles which have radii $a$ and $b$, $a < b$ (two-dimensional ring, see Fig. 1). On the edges of this region
the field operator obeys the MIT bag boundary conditions

$$(1 + i n_{\mu} \gamma^\mu) \psi(x) = 0, \ r = a, b,$$  \hspace{1cm} (1.2)

with $n_{\mu}$ being the outward pointing unit vector normal to the boundaries. In the region $a \leq r \leq b$ one has $n_{\mu} = n_{a} \delta_{\mu}^{1}$ for the boundary at $r = u$ with

$$n_{a} = -1, \ n_{b} = 1.$$  \hspace{1cm} (1.3)

As a consequence of the boundary conditions (1.2), we get $n_{\mu} \bar{\psi} \gamma^\mu \psi = 0$ and the normal component of the fermionic current vanishes on the edges. Here and in what follows, $\bar{\psi} = \psi^\dagger \gamma^{0}$ is the Dirac adjoint and the dagger denotes Hermitian conjugation. This shows that the boundaries are impenetrable for the fermionic field. The boundary condition of the type (1.2) was used in the bag model of hadrons for the confinement of quarks [117, 118]. The analog boundary condition in graphene physics is referred as the infinite mass boundary condition. It has been employed in (2+1)-dimensional Dirac theory for the breaking of time-reversal symmetry without magnetic fields [119]. Mainly motivated by the graphene physics, more general conditions for the Dirac equation, ensuring the absence of current normal to the boundary, have been discussed in [61, 62],[120]-[124]. In (2+1)-dimensions, the most general energy-independent boundary condition contains four parameters.

For the further consideration we need to specify the representation for the Dirac matrices. In Cartesian coordinates, we take $\gamma^{(0)} = \sigma_{3}, \ \gamma^{(l)} = i \sigma_{l}, \ l = 1, 2,$ where $\sigma_{1}, \ \sigma_{2}, \ \sigma_{3}$ are Pauli matrices. The Dirac matrices $\gamma^\mu$ in cylindrical coordinates are obtained in the standard way,
using the corresponding tetrad fields \( e^\mu_{(k)}, k = 0, 1, 2, \) satisfying the relation \( e^\mu_{(k)} e^\nu_{(l)} \eta^{kl} = g^{\mu\nu}, \)
with \( \eta^{kl} \) being the Minkowski spacetime metric tensor in Cartesian coordinates. In terms of the tetrad fields one has \( \gamma^\mu = e^\mu_{(k)} \gamma^{(k)}. \) For the tetrads we use the representation

\[
e_{(0)}^\mu = (1, 0, 0), \quad e_{(1)}^\mu = (0, \cos \phi, -\sin \phi/r), \quad e_{(2)}^\mu = (0, \sin \phi, \cos \phi/r).
\] (1.4)

With this representation one gets \( \gamma^0 = \sigma_3 \) and

\[
\gamma^1 = i \begin{pmatrix} 0 & e^{-i\phi} \\ e^{i\phi} & 0 \end{pmatrix}, \quad \gamma^2 = \frac{1}{r} \begin{pmatrix} 0 & e^{-i\phi} \\ -e^{i\phi} & 0 \end{pmatrix}.
\] (1.5)

The corresponding spin connection vanishes, \( \Gamma_\mu = 0. \) For the vector potential we will consider a configuration corresponding to the presence of a magnetic flux located in the region \( r < a. \)

In the region under consideration, \( a \leq r \leq b, \) for the covariant components in the coordinates \((t, r, \phi)\) we have

\[
A_\mu = (0, 0, A_2).
\] (1.6)

Note that the physical azimuthal component for the vector potential is given by \( A_\phi = -A_2/r \) and for the magnetic flux threading the ring we have \( \Phi = -2\pi A_2. \) Though the magnetic field strength for (1.6) vanishes, the magnetic flux enclosed by the ring gives rise to Aharonov-Bohm-like effects on physical observable, particularly for the VEVs. Note that the distribution of the magnetic flux in the region \( r < a \) can be arbitrary. Since the boundary \( r = a \) is impenetrable for the fermionic field, the effect of the gauge field is purely topological and depends on the total flux only. From this point of view, the inner boundary can be regarded as a simplified model for a finite radius magnetic flux with the reflecting wall.

The zero-point fluctuations of the fermionic field \( \psi(x) \) in the region \( a \leq r \leq b \) are influenced by the magnetic flux threading the ring. As a consequence, the VEVs of physical quantities depend on the flux. This gives rise to a number of interesting physical phenomena, such as parity anomalies, formation of fermionic condensate and generation of quantum numbers. In this chapter we are interested in the VEV of the fermionic current \( j^\mu = \bar{\psi} \gamma^\mu \psi. \) It appears as the source in the semiclassical Maxwell equations and, therefore, it plays an important role in self-consistent dynamics involving the electromagnetic field. Let \( S^{(1)}_{ik}(x, x') = \langle 0 |[\psi_i(x), \bar{\psi}_k(x')]|0 \rangle \) be the fermion two-point function, where \( i \) and \( k \) are spinor indices and \( |0 \rangle \) denotes the vacuum.
state (ground state in condensed matter systems). The VEV of the current density is expressed in terms of this function as

$$\langle j^\mu(x) \rangle \equiv \langle 0 | j^\mu(x) | 0 \rangle = -\frac{e}{2} \text{Tr}(\gamma^\mu S^{(1)}(x, x)),$$

(1.7)

with the trace over spinor indices understood. The expression in the right-hand side can be presented in the form of the sum over a complete set of positive- and negative-energy fermionic modes $$\{\psi^{(\pm)}_\sigma(x), \psi^{(-)}_\sigma(x)\}$$, specified by a set of quantum numbers $$\sigma$$. The mode functions $$\psi^{(\kappa)}_\sigma(x), \kappa = \pm$$, obey the Dirac equation (1.1) and the boundary conditions (1.2). Expanding the field operator in terms of $$\psi^{(\kappa)}_\sigma(x)$$ and using the commutation relations for the annihilation and creation operators, for the VEV of the current density the following mode sum is obtained:

$$\langle j^\mu \rangle = -\frac{e}{2} \sum_\sigma \sum_{\kappa = -, +} \kappa \overline{\psi}^{(\kappa)}_\sigma(x) \gamma^\mu \psi^{(\kappa)}_\sigma(x).$$

(1.8)

We need to find the complete set of modes and to use this mode sum for the evaluation of the vacuum charge and current densities.

From the perspective of the renormalization of the VEVs, the important point here is that, owing to the flatness of the background spacetime and the zero field tensor for the external electromagnetic field in the region under consideration, for points outside the boundaries the structure of divergences is the same as for the (2+1)-dimensional boundary-free Minkowski spacetime in the absence of the magnetic flux. Consequently, the renormalization is reduced to the subtraction from the VEVs of the corresponding Minkowskian quantity. In problems of the quantum field theory with boundaries, one of the most efficient ways to extract from the VEVs the boundary-free part in a regularization independent way is based on the application of the Abel-Plana-type summation formulae to the corresponding mode sums (for the applications of the Abel-Plana formula and its generalizations in the theory of the Casimir effect see [63]-[67],[125]).

1.2 Fermionic modes

For the evaluation of the VEV in accordance with Eq. (1.8) we need to have the mode functions $$\psi^{(\pm)}_\sigma(x)$$ obeying the boundary conditions (1.2). Decomposing the spinor $$\psi^{(\kappa)}_\sigma(x), \kappa = \pm$$, into
upper and lower components, \( \varphi_+ \) and \( \varphi_- \), respectively, from Eq. (1.1) one gets the equations

\[
(\partial_0 \pm ism) \varphi_\pm \pm ie^{\mp \phi} [\partial_1 \mp i(\partial_2 + i\alpha)/r] \varphi_\mp = 0, \tag{1.9}
\]

with the notation

\[
\alpha = eA_2 = -\Phi/\Phi_0, \tag{1.10}
\]

where \( \Phi_0 = 2\pi/e \) is the elementary flux or the flux quantum. From Eq. (1.9) we find the second-order differential equations for the separate components:

\[
\left[ \partial_0^2 - \partial_1^2 - \frac{1}{r} \partial_1 - \frac{1}{r} (\partial_2 + i\alpha)^2 + m^2 \right] \varphi_\pm = 0. \tag{1.11}
\]

Note that this equation is the same for both components.

Let us present the solutions of these equations in the form

\[
\varphi_\pm = \chi_\pm(r)e^{-\kappa_\pm E + i(j\pm - 1/2)\phi}, \tag{1.12}
\]

where \( E > 0 \) and \( j_\pm = \ldots, -3/2, -1/2, 1/2, 3/2, \ldots \). For the functions \( \chi_\pm(r) \) one gets the equations

\[
(-\kappa E \pm sm) \chi_\pm e^{i(j\pm - 1 - j_\mp)\phi} \pm \left( \partial_1 \pm \frac{j_\pm + \alpha - 1/2}{r} \right) \chi_\mp = 0. \tag{1.13}
\]

and

\[
\left[ \partial_1^2 + \frac{1}{r} \partial_1 + \gamma^2 - \frac{1}{r^2} (j_\pm + \alpha - 1/2)^2 \right] \chi_\pm(r) = 0, \tag{1.14}
\]

where \( \gamma = \sqrt{E^2 - m^2} \). From Eq. (1.13) it follows that \( j_- = j_+ + 1 \).

With this choice and denoting \( j_+ = j \), we take the solution for the function with the upper sign as

\[
\chi_+(r) = Z\beta_\gamma(\gamma r) = c_1 J_{\beta_\gamma}(\gamma r) + c_2 Y_{\beta_\gamma}(\gamma r), \tag{1.15}
\]

where \( J_{\nu}(x) \) and \( Y_{\nu}(x) \) are the Bessel and Neumann functions and for the order we have used the notation

\[
\beta_\gamma = |j + \alpha| - \epsilon_j/2. \tag{1.16}
\]

Here, \( \epsilon_j = 1 \) for \( j > -\alpha \), \( \epsilon_j = -1 \) for \( j < -\alpha \). Note that \( \epsilon_j \beta_\gamma = j + \alpha - 1/2 \).

With the upper component of the spinor from (1.15), the lower component is found from Eq. (1.13) with the lower sign:

\[
\chi_-(r) = -\frac{1}{\kappa E + sm} \left( \partial_1 - \frac{j_+ + \alpha - 1/2}{r} \right) \chi_+(r). \tag{1.17}
\]
By using the well-known properties of the cylindrical functions one gets

$$
\chi_-(r) = \frac{\epsilon_j \gamma}{\kappa E + sm} Z_{\beta_j + \epsilon_j} (\gamma r).
$$

(1.18)

The ratio of the coefficients in the linear combination (1.15) is determined from the boundary condition (1.2) at \( r = a \). Substituting \( \psi(x) = (\varphi_+, \varphi_-)^T \), where \( T \) stands for the transposition, and using (1.12), the boundary condition is reduced to

$$
e^{-iEt + i(j-1/2)\phi} \left( \begin{array}{c} Z_{\beta_j} (\gamma a) + \frac{\epsilon_j \gamma}{E + sm} Z_{\beta_j + \epsilon_j} (\gamma a) \\ Z_{\beta_j} (\gamma a) + \frac{\epsilon_j \gamma}{E + sm} Z_{\beta_j + \epsilon_j} (\gamma a) \end{array} \right) e^{i\phi} = 0.
$$

(1.19)

From here it follows that

$$
Z_{\beta_j} (\gamma a) + \frac{\epsilon_j \gamma}{E + sm} Z_{\beta_j + \epsilon_j} (\gamma a) = 0.
$$

(1.20)

By taking into account (1.15), for the ratio of the coefficients in the linear combination one obtains

$$
\frac{c_2}{c_1} = \frac{-J_{\beta_j} (\gamma a) + \frac{\epsilon_j \gamma}{E + sm} J_{\beta_j + \epsilon_j} (\gamma a)}{Y_{\beta_j} (\gamma a) + \frac{\epsilon_j \gamma}{E + sm} Y_{\beta_j + \epsilon_j} (\gamma a)}.
$$

(1.21)

Using the recurrence relations for the Bessel and Neumann function we can see that

$$
f_{\beta_j + \epsilon_j} (\gamma x) = -\epsilon_j f'_{\beta_j} (\gamma x) + \frac{\beta_j}{\gamma^2} f_{\beta_j} (\gamma x),
$$

(1.22)

with \( f = J, Y \). As a consequence, the ratio is written in an equivalent form

$$
\frac{c_2}{c_1} = -\frac{J_{\beta_j}^{(a)} (\gamma a)}{Y_{\beta_j}^{(a)} (\gamma a)},
$$

(1.23)

where and in what follows, for the Bessel and Neumann functions, we use the notation defined as

$$
f_{\beta_j}^{(u)} (x) = xf'_{\beta_j} (x) + [n_u (\kappa \sqrt{x^2 + m_u^2} + sm_u) - \epsilon_j \beta_j] f_{\beta_j} (x)
$$

$$
= n_u (\kappa \sqrt{x^2 + m_u^2} + sm_u) f_{\beta_j} (x) - \epsilon_j x f_{\beta_j + \epsilon_j} (x),
$$

(1.24)

with \( u = a, b \) and \( m_u = mu \). Hence, the mode functions are written in the form

$$
\psi_{\sigma}^{(m)} (x) = C_{\epsilon} e^{-\kappa iEt + i j \phi} \left( \begin{array}{c} g_{\beta_j, \beta_j} (\gamma a, \gamma r) e^{-i\phi/2} \\ \frac{\epsilon_j \gamma e^{i\phi/2}}{\kappa E + sm} g_{\beta_j, \beta_j + \epsilon_j} (\gamma a, \gamma r) \end{array} \right),
$$

(1.25)

where

$$
g_{\beta_j, \mu} (x, y) = Y_{\beta_j}^{(a)} (x) J_{\mu} (y) - J_{\beta_j}^{(a)} (x) Y_{\mu} (y).
$$

(1.26)
It can be checked that the modes (1.25) are eigenfunctions of the total angular momentum operator $\hat{J} = -i(\partial_2 + ieA) + \sigma_3/2$, for the eigenvalues $j + \alpha$:

$$\hat{J}\psi^{(\kappa)}(x) = (j + \alpha)\psi^{(\kappa)}(x).$$ (1.27)

Here, the part $\sigma_3/2$ corresponds to the pseudospin.

Similarly, from the boundary condition (1.2) at $r = b$ we get

$$\frac{c_2}{c_1} = -\frac{J^{(b)}(\gamma b)}{Y^{(b)}_{\beta_j}(\gamma b)}.$$ (1.28)

Combining this with Eq. (1.23), we conclude that the eigenvalues for $\gamma$ in the region $a \leq r \leq b$ are the roots of the equation

$$C_{\beta_j}(\eta, \gamma a) \equiv J^{(a)}_{\beta_j}(\gamma a) Y^{(b)}_{\beta_j}(\gamma b) - J^{(b)}_{\beta_j}(\gamma b) Y^{(a)}_{\beta_j}(\gamma a) = 0,$$ (1.29)

with $\eta = b/a$. The positive solutions of this equation with respect to $\gamma a$ will be denoted by $z_l$, $l = 1, 2, \ldots$, $z_l < z_{l+1}$. For the eigenvalues of $\gamma$ one has $\gamma = \gamma_l = z_l/a$. In this way, the mode functions are specified by the quantum numbers $\sigma = (l, j)$. Note that, the roots $z_l$ depend on the value of $j$ as well. In order to simplify the expressions below we do not write this dependence explicitly. For a given $j$, the equations (1.29) for the eigenvalues $\gamma_l$ of the positive- and negative-energy modes differ by the change of the energy sign, $E \rightarrow -E$ (through $\kappa$ in (1.24)). For the energy one has $E = \sqrt{\gamma_l^2 + m^2}$. In the case of a massless field, as we see, the finite size effects induce a gap in the energy spectrum. The gap can be controlled by the geometrical characteristics of the model. Note that the gap generated by the finite size effects plays a crucial role in graphene made nanoribbons. In the problem at hand the size of the energy gap is determined by the minimal value of $\gamma_l$. For example, in the case $\alpha = 1/3$, $j = 1/2$ for the first root one has $z_1 \approx 1.59$ for $b/a = 2$ and $z_1 \approx 0.81$ for $b/a = 3$. The root increases as $b/a$ decreases and $j$ increases.

The function $C_{\beta_j}(\eta, x)$ in (1.29) can also be written in terms of the Hankel functions $H^{(1,2)}_{\beta_j}(x)$. We can obtain that expression if, we search the general solution for $\chi_+(r)$ in the form of

$$\chi_+(r) = \sum_{l=1,2} c^\pm_l H^{(l)}_{\beta_j}(\gamma r),$$ (1.30)

where
then we only need to perform the same steps as we did for the previous case, giving

\[ C_\nu(\eta, x) = (i/2) \left[ H_{\beta_j}^{(2a)}(x) H_{\beta_j}^{(1b)}(\eta x) - H_{\beta_j}^{(1a)}(x) H_{\beta_j}^{(2b)}(\eta x) \right], \quad (1.31) \]

with the notations defined as Eq. (1.24). With this representation, we can see that for a massless field the equation \( C_{\beta_j}(\eta, \gamma a) = 0 \) is reduced to the one given in [126] for graphene rings described by the Dirac model with the infinite mass boundary condition on the edges. Note that in order to obtain an analytical approximation of the spectrum, in [126] the asymptotic form of the Hankel functions for large arguments was used. This approximation is valid for rings with the radius much larger than the width. As it will be shown below, the use of the generalized Abel-Plana formula allows us to obtain closed analytic expressions for the VEVs in the general case of geometrical characteristics of the ring.

For the complete specification of the mode functions (1.25) it remains to determine the coefficient \( C_\kappa \). The latter is found from the orthonormalization condition

\[ \int_a^b dr \int_0^{2\pi} d\phi \, r \psi^{(\kappa)}(x) \psi^{(\kappa)}(x) = \delta_{jj'} \delta_{\kappa \kappa'}. \quad (1.32) \]

Substituting the modes, for the product \( \psi^{(\kappa)}(x) \psi^{(\kappa)}(x) \) we get

\[ \psi^{(\kappa)}(x) \psi^{(\kappa)}(x) = |C_\kappa|^2 \left( g_{\beta_j, \beta_j}^2 (\gamma a, \gamma r) + \frac{\gamma^2}{(\kappa E + sm)^2} g_{\beta_j, \beta_j + \epsilon_j}^2 (\gamma a, \gamma r) \right). \quad (1.33) \]

Therefore the orthonormalization condition is reduced to

\[ 2\pi |C_\kappa|^2 \int_a^b dr \int_0^{2\pi} d\phi \, r \left( g_{\beta_j, \beta_j}^2 (\gamma a, \gamma r) + \frac{\gamma^2}{(\kappa E + sm)^2} g_{\beta_j, \beta_j + \epsilon_j}^2 (\gamma a, \gamma r) \right) = 1. \quad (1.34) \]

Here we use the integration formula valid for any cylinder function \( Z_\nu(\gamma r) \):

\[ \int_a^b dr r Z_\nu^2(\gamma r) = \frac{\nu^2}{2} \left[ Z_\nu^2(\gamma r) + (1 - \nu^2/r^2\gamma^2) Z_\nu^2(\gamma r) \right] \bigg|_a^b, \quad (1.35) \]

(see [127]). After long but straightforward calculations, with the help of this formula one finds

\[ |C_\kappa|^2 = \frac{\pi z_l}{16a^2} \frac{E + \kappa sm}{E} T_{\beta_j}(\eta, z_l). \quad (1.36) \]

Here, we have introduced the notation

\[ T_{\beta_j}(\eta, z) = z \left[ D_{\beta_j}^{(a)^2}(z) / J_{\beta_j}^{(b)^2}(\eta z) - D_a \right]^{-1}, \quad (1.37) \]
with

\[ D_u = u^2 \frac{E + \kappa sm}{E} \left[ E \left( E + \kappa n \frac{\epsilon_j \beta_j}{u} \right) + \kappa n \frac{E - \kappa sm}{2u} \right]. \tag{1.38} \]

As it has been already mentioned, the eigenvalue equations (1.29) for the positive- and negative-energy modes are obtained from each other by the change of the energy sign. Redefining the azimuthal quantum number in accordance with \( j \rightarrow -j \), the negative-energy modes can also be written in the form

\[ \psi_{\alpha}^{(-)} = C_{\alpha}^{'} e^{i E t - i j \phi} \left( \frac{\epsilon_j e^{-i \phi/2}}{E + \kappa sm} g_{\beta_j, \beta_j} - \epsilon_{\kappa n} (\gamma a, \gamma r) \right) \tag{1.39} \]

where \( \beta_j = |j - \alpha| - \epsilon_j / 2, \epsilon_j = 1 \) for \( j > \alpha \) and \( \epsilon_j = -1 \) for \( j \leq \alpha \). In the definition (1.26) of the function \( g_{\beta_j, \mu}(x,y) \), the notations \( f_{\beta_j}^{(a)}(x) \) are defined as Eq. (1.24) with \( \kappa = 1 \) (as in the case of the positive-frequency functions). With the modes (1.39), the eigenvalues for \( \gamma \) are solutions of the equation

\[ J_{\beta_j}^{(a)}(\gamma a) Y_{\beta_j}^{(b)}(\gamma b) - Y_{\beta_j}^{(a)}(\gamma a) J_{\beta_j}^{(b)}(\gamma b) = 0. \tag{1.40} \]

Since now the functions \( f_{\nu}^{(a)}(x) \) are the same for the positive- and negative-energy modes, Eq. (1.40) differs from the corresponding equation (1.29) for the positive-energy modes just by the sign of \( \alpha, \alpha \rightarrow -\alpha \). One can see that the normalization constant \( C_{\alpha}^{'} \) is given by the expression in the right-hand side of Eq. (1.36) with \( \kappa = 1 \) and with \( z_l = \gamma a \) being the roots of Eq. (1.40). Of course, in the evaluation of the VEVs we can use both types of the modes.

### 1.3 Charge density

We start our consideration of the VEVs with the charge density. Substituting the mode functions (1.25) into the mode-sum formula (1.8) we get

\[ \langle j^0 \rangle = -\frac{\pi e}{32 a^3} \sum_j \sum_{l=1}^{\infty} \sum_{\kappa = \pm} \kappa T_{\beta_j}^{ab}(\eta, z_l) h_0(z_l), \tag{1.41} \]

where \( \sum_j \) stands for the summation over \( j = \pm 1/2, \pm 3/2, \ldots \), and

\[ h_0(z) = \frac{z}{E} \left[ (E + \kappa sm) g_{\beta_j, \beta_j}^2(z, zr/a) + (E - \kappa sm) g_{\beta_j, \beta_j+\epsilon_j}^2(z, zr/a) \right], \tag{1.42} \]

with \( E = \sqrt{z^2/a^2 + m^2} \). In Eq. (1.41), the eigenvalues \( z_l \) are given implicitly, as roots of Eq. (1.29), and this representation is not convenient for the further evaluation of the VEV.
Another disadvantage of the representation (1.41) is that the separate terms in the series for large values of the quantum numbers are highly oscillating.

These difficulties are overcome by using for the summation over \( l \) the Abel-Plana-type formula

\[
\sum_{l=1}^{\infty} h(z_l) T_{\beta_j}^{(ab)}(\eta, z_l) = \frac{4}{\pi^2} \int_{0}^{\infty} dz \frac{h(z)}{J_{\beta_j}^{(a)}(z) + Y_{\beta_j}^{(a)}(z)} - \frac{2 \text{Res}}{\pi z=0} \left[ \frac{h(z) H_{\beta_j}^{(1b)}(\eta z)}{C_{\beta_j}(\eta, z) H_{\beta_j}^{(1a)}(z)} \right] - \frac{1}{\pi} \int_{0}^{\infty} dz \sum_{p=+, -} \Omega_{a \beta_j}^{(p)}(z, \eta z) h(z e^{\pm \pi i/2}),
\]

(1.43)

where

\[
\Omega_{a \beta_j}^{(p)}(z, \eta z) = \frac{K_{\beta_j}^{(bp)}(\eta z)/K_{\beta_j}^{(ap)}(z)}{K_{\beta_j}^{(ap)}(z) I_{\beta_j}^{(bp)}(\eta z) - I_{\beta_j}^{(ap)}(z) K_{\beta_j}^{(bp)}(\eta z)}.
\]

(1.44)

Here we have introduced the notation

\[
f_{\beta_j}^{(ap)}(x) = x f_{\beta_j}^{(a)}(x) + \left\{ n_a \left[ \kappa \sqrt{(x e^{\pi i/2})^2 + m_a^2} + s m_a \right] - \epsilon_j \beta_j \right\} f_{\beta_j}(x),
\]

(1.45)

with \( f = I, K \) for the modified Bessel functions \( I_{\beta_j}(x) \) and \( K_{\beta_j}(x) \). The formula (1.43) is valid for a function \( h(z) \) analytic in the complex half-plane \( \text{Re} \ z > 0, \ z = x + iy \), and obeying the condition \( |h(z)| < \varepsilon(x) e^{c|y|} \), where \( c < 2(\eta - 1) \) and \( \varepsilon(x)/x \to 0 \) for \( x \to +\infty \). On the imaginary axis the function \( h(z) \) may have branch points. The summation formula (1.43) is obtained from the generalized Abel-Plana formula [125] (see also [107]). Note that for the square root in Eq. (1.45) we have

\[
\sqrt{(x e^{\pi i/2})^2 + m_a^2} = \begin{cases} \sqrt{m_a^2 - z^2}, & z < m_a \\ p \sqrt{z^2 - m_a^2}, & z > m_a \end{cases}
\]

(1.46)

Particularly, it is seen that \( f_{\beta_j}^{(a+)}(z) = f_{\beta_j}^{(a-)}(z) \) for \( z < m_a \). From here it follows that \( \Omega_{a \beta_j}^{(-)}(z, \eta z) = \Omega_{a \beta_j}^{(+)}(z, \eta z) \) for \( z < m_a \).

For the charge density the function \( h(z) \) in the summation formula (1.43) is specified by Eq. (1.42). This function has branch points \( z = \pm ima \) on the imaginary axis. For \( z < ma \) one has the relation \( h_0(ze^{-\pi i/2}) = -h_0(ze^{\pi i/2}) \) and, hence, in the last integral of Eq. (1.43) the part over the region \([0, ma]\) becomes zero. For \( z > ma \) we find

\[
h_0(ze^{\pm i \pi/2}) = \frac{4z}{\pi^2} \left[ \left( \frac{\kappa s m}{\sqrt{z^2/a^2 - m^2}} + p \right) G_{\beta_j, \beta_j}^{(ap)2}(z, zr/a) \right. \\
+ \left. \left( \frac{\kappa s m}{\sqrt{z^2/a^2 - m^2}} - p \right) G_{\beta_j, \beta_j+\epsilon_j}^{(ap)2}(z, zr/a) \right],
\]

(1.47)
The new notations are defined as

\[ G_{\beta_j,\mu}^{(ap)}(x, y) = K_{\beta_j}^{(ap)}(x) I_\mu(y) - (-1)^{\mu-\beta_j} f_{\beta_j}^{(ap)}(x) K_\mu(y). \]  

(1.48)

Substituting Eq. (1.47) into Eq. (1.43) and then putting this into Eq. (1.41), we see that

\[
\langle j^0 \rangle = \langle j^0 \rangle_a + \frac{e}{8\pi^2 a^2} \sum_j \sum_{\kappa = \pm 1} \kappa p \Omega_{p \alpha, \beta_j}^{(p)}(z, \eta z) \left[ \left( \frac{\kappa p \mu m}{\sqrt{z^2/a^2 - m^2}} + i \right) G_{\beta_j, \beta_j}^{(ap)}(z, zr/a) \right. \\
\left. + \left( \frac{\kappa p \mu m}{\sqrt{z^2/a^2 - m^2}} - i \right) G_{\beta_j, \beta_j + \epsilon_j}^{(ap)}(z, zr/a) \right],
\]

(1.49)

with

\[
\langle j^0 \rangle_a = - \frac{e}{8\pi^2 a^2} \sum_j \sum_{\kappa = \pm 1} \int_0^\infty dz \frac{\kappa h_0(z)}{j_{\beta_j}^{(a)2}(z) + Y_{\beta_j}^{(a)2}(z)}.
\]

(1.50)

It is seen that in the right-hand side of Eq. (1.49) \( \kappa \) and \( p \) enter into the form of the product \( \kappa p \). From here it follows

\[ \sum_{\kappa = \pm 1} \sum_{p = +, -} \kappa p f(\kappa p) = \sum_{p = +, -} p [f(p) - f(-p)] = 2 \sum_{p = +, -} pf(p). \]

(1.51)

Making use of this relation the expression Eq. (1.49) can be cast into the following form

\[
\langle j^0 \rangle = \langle j^0 \rangle_a + \frac{e}{2\pi^2} \sum_j \int_m^\infty dx \left\{ \frac{sm}{\sqrt{x^2 - m^2}} \right. \\
\left. \times \text{Re} \left[ \Omega_{\alpha, \beta_j}(ax, bx) \left( G_{\beta_j, \beta_j}^{(a)2}(ax, rx) + G_{\beta_j, \beta_j + \epsilon_j}^{(a)2}(ax, rx) \right) \right] \\
\left. - \text{Im} \left[ \Omega_{\alpha, \beta_j}(ax, bx) \left( G_{\beta_j, \beta_j}^{(a)2}(ax, rx) - G_{\beta_j, \beta_j + \epsilon_j}^{(a)2}(ax, rx) \right) \right] \right\},
\]

(1.52)

The new notations are defined as

\[
\Omega_{\alpha, \beta_j}(ax, bx) = \frac{K_{\beta_j}^{(b)}(bx) / K_{\beta_j}^{(a)}(ax)}{K_{\beta_j}^{(a)}(ax) I_{\beta_j}^{(b)}(bx) - I_{\beta_j}^{(a)}(ax) K_{\beta_j}^{(b)}(bx)},
\]

(1.53)

and

\[
G_{\beta_j, \mu}^{(u)}(x, y) = K_{\beta_j}^{(u)}(x) I_\mu(y) - (-1)^{\mu-\beta_j} f_{\beta_j}^{(u)}(x) K_\mu(y),
\]

(1.54)

with \( u = a, b \) (the function \( G_{\beta_j, \mu}^{(b)}(x, y) \) is used below). For the modified Bessel functions now we use the notations

\[
f_{\beta_j}^{(u)}(z) = z f_{\beta_j}^{(u)}(z) + \left[ n_u \left( i \sqrt{z^2 - m_u^2} + sm_u \right) - \epsilon_j \right] f_{\beta_j}^{(u)}(z) \\
= \delta f z f_{\beta_j + \epsilon_j}^{(u)}(z) + n_u (i \sqrt{z^2 - m_u^2} + sm_u) f_{\beta_j}^{(u)}(z),
\]

(1.55)
where \( f = I, K, \delta_I = 1 \) and \( \delta_K = -1 \).

Let us present the parameter \( \alpha \) from Eq. (1.10), related to the magnetic flux threading the ring, in the form

\[
\alpha = N + \alpha_0, \quad |\alpha_0| \leq 1/2, \tag{1.56}
\]

where \( N \) is an integer. Redefining the summation variable \( j \) in accordance with \( j + N \rightarrow j \) we see that the charge density does not depend on the integer part \( N \). Then, separating the summations over negative and positive values of \( j \), making the replacement \( j \rightarrow -j \) in the part with negative \( j \) and introducing a new summation variable \( n = j - 1/2 \), the charge density is presented as

\[
\langle j^0 \rangle = \langle j^0 \rangle_a + \frac{e}{2\pi^2} \sum_{n=0}^{\infty} \sum_{p=\pm} p \int_m^\infty dx \frac{sm}{\sqrt{x^2 - m^2}} \times \text{Re} \left[ \Omega_{anp}(ax, bx) \left( G_{np,np}^{(a)^2}(ax, rx) + G_{np,np+1}^{(a)^2}(ax, rx) \right) \right]
+ \text{Im} \left[ \Omega_{anp}(ax, bx) \left( G_{np,np+1}^{(a)^2}(ax, rx) - G_{np,np}^{(a)^2}(ax, rx) \right) \right], \tag{1.57}
\]

with

\[
n_p = n + p\alpha_0, \tag{1.58}
\]

and now the notation (2.51) in the definitions (1.53) and (1.54) for \( \Omega_{anp}(ax, bx) \) and \( G_{np,\mu}^{(a)}(ax, rx) \) is specified to

\[
f_{np}^{(u)}(z) = \delta f z \, f_{np+1}(z) + n_u(sm_u + i\sqrt{z^2 - m_u^2})f_{np}(z), \tag{1.59}
\]

for \( f = I, K \). The representation (1.57) explicitly shows that the last term is an odd function of the fractional part \( \alpha_0 \). The property that the VEVs do not depend on the integer part of the flux, in units of the flux quantum, is a general feature in the Aharonov-Bohm effect and is a consequence of the fact that the flux enters through the phase of the wavefunction.

The last term in Eq. (1.57) vanishes in the limit \( b \rightarrow \infty \) (for large values of \( b \) the function \( \Omega_{anp}(ax, bx) \) falls off as \( e^{-2bx} \)). From here it follows that the part (1.50) is the charge density in the region \( r \gg a \) for the geometry of a single boundary at \( r = a \). In order to extract from that part the boundary-induced effects we further transform the expression (1.50), with \( h_0(z) \) form (1.42), by using the relation

\[
\frac{g_{\beta_j,\lambda}^2(z, y)}{J_{\beta_j}^{(a)^2}(z) + Y_{\beta_j}^{(a)^2}(z)} = J_\lambda^2(y) - \frac{1}{2} \sum_{l=1,2} J_{\beta_j}^{(a)}(z) H_{\beta_j}^{(l)a}(z) H_{\lambda}^{(l)a}(y), \tag{1.60}
\]
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with \( \lambda = \beta_j, \beta_j + \epsilon_j \). This results in

\[
\langle j^0 \rangle_a = \langle j^0 \rangle_0 + \frac{e}{16\pi a^2} \sum_j \sum_{\kappa = \pm 1} \kappa \int_0^\infty dz \int_{l=1}^\infty \frac{J_{\beta_j}^{(l)}(z)}{H_{\beta_j}^{(l)(a)}}(z) \left[ \left( 1 + \frac{skm}{E} \right) H_{\beta_j}^{(1)(a)}(zr/a) + \left( 1 - \frac{skm}{E} \right) H_{\beta_j+\epsilon j}^{(2)(a)}(zr/a) \right],
\]

(1.61)

with

\[
\langle j^0 \rangle_0 = - \frac{e}{8\pi} \sum_j \sum_{\kappa = \pm 1} \kappa \int_0^\infty dx \left[ \left( 1 + \frac{skm}{\sqrt{x^2 + m^2}} \right) J_{\beta_j}^2(xr) + \left( 1 - \frac{skm}{\sqrt{x^2 + m^2}} \right) J_{\beta_j+\epsilon j}^2(xr) \right].
\]

(1.62)

In the part with the Hankel functions, we rotate the contour of the integration over \( z \) by the angles \( \pi/2 \) and \( -\pi/2 \) for the terms with \( l = 1 \) and \( l = 2 \), respectively. Introducing the modified Bessel functions in accordance with

\[
J^{(a)}_\nu(e^{\pm\pi i/2}z) = e^{\pm\pi i\nu/2}I^{(a\pm)}_\nu(z),
\]

\[
H^{(1)}_\nu(e^{\pi i/2}z) = \frac{2}{\pi i} e^{-\pi i\nu/2}K^{(a+)}_\nu(z),
\]

\[
H^{(2)}_\nu(e^{-\pi i/2}z) = -\frac{2}{\pi i} e^{\pi i\nu/2}K^{(a-)}_\nu(z),
\]

(1.63)

we get

\[
\int_0^{i\infty} dz \frac{J_{\beta_j}^{(a)}(z)}{H_{\beta_j}^{(a)(1)}(z)} \left[ \left( 1 + \frac{skm}{E} \right) H_{\beta_j}^{(1)(a)}(zr/a) + \left( 1 - \frac{skm}{E} \right) H_{\beta_j+\epsilon j}^{(2)(a)}(zr/a) \right] = 2 \pi i \int_0^{i\infty} dz \frac{J_{\beta_j}^{(a)}(z)}{K_{\beta_j}^{(a+)}(z)} \left[ \left( \frac{iskm}{\sqrt{z^2/a^2 - m^2}} - 1 \right) K_{\beta_j}^2(zr/a) + \left( 1 + \frac{iskm}{\sqrt{z^2/a^2 - m^2}} \right) K_{\beta_j+\epsilon j}^2(zr/a) \right],
\]

(1.64)

for the first part and

\[
\int_{-i\infty}^0 dz \frac{J_{\beta_j}^{(a)}(z)}{H_{\beta_j}^{(a)(2)}(z)} \left[ \left( 1 + \frac{skm}{E} \right) H_{\beta_j}^{(2)(a)}(zr/a) + \left( 1 - \frac{skm}{E} \right) H_{\beta_j+\epsilon j}^{(2)(a)}(zr/a) \right] = 2 \pi i \int_0^{i\infty} dz \frac{J_{\beta_j}^{(a)}(z)}{K_{\beta_j}^{(a-)}(z)} \left[ \left( \frac{iskm}{\sqrt{z^2/a^2 - m^2}} - 1 \right) K_{\beta_j}^2(zr/a) + \left( 1 + \frac{iskm}{\sqrt{z^2/a^2 - m^2}} \right) K_{\beta_j+\epsilon j}^2(zr/a) \right],
\]

(1.65)

for the second part. By taking into account that \( f_{\beta_j}^{(a+)}(z) = f_{\beta_j}^{(a-)}(z) \) for \( z < ma \), we see that the parts in the integrals over the segments \( [0, im_a] \) and \( [0, -im_a] \) cancel each other.
As a result, for the part of the charge density $\langle j^0 \rangle_a$ one obtains the representation

$$\langle j^0 \rangle_a = \langle j^0 \rangle_0 + \langle j^0 \rangle_a^{(b)},$$

where

$$\langle j^0 \rangle_a^{(b)} = \frac{e}{2\pi^2} \sum_j \int_0^\infty dx x \left\{ \frac{K^2_{\beta_j}(rx) + K^2_{\beta_j+\epsilon_j}(rx)}{\sqrt{x^2-m^2}} \text{Re} \left[ \frac{\beta_{\beta_j}}{K_{\beta_j}^{(a)}(ax)} \right] \right\},$$

with the notations (2.51). For the representation $s = 1$, this expression for a single boundary-induced part coincides with the one given in Ref. [109]-[115], [128] (the sign difference is related to that in [109]-[115], [128], for the evaluation of the VEVs, the analog of the negative-energy mode functions (1.39) for the geometry with a single boundary was used with $\alpha$ replaced by $-\alpha$; therefore, in comparing the formulas here with the results of [109]-[115], [128], the replacements $\alpha \to -\alpha$ and $\alpha_0 \to -\alpha_0$ should be made).

In order to give a physical interpretation of the separate terms in Eq. (1.66) we consider the limit $a \to 0$. Note that the radius of the magnetic flux should also be taken to zero. By using the asymptotic expressions for the modified Bessel functions for small arguments, in the range $j + \alpha > 0$ one gets

$$\frac{I_{\beta_j}^{(a)}(ax)}{K_{\beta_j}^{(a)}(ax)} \approx \frac{i\sqrt{x^2-m^2+sm}I_{j+|\alpha|+1/2}(ax)}{xK_{j+|\alpha|+1/2}(ax) + (i\sqrt{x^2-m^2+sm})K_{j+|\alpha|+1/2}(ax)} \approx \frac{i\sqrt{x^2-m^2+sm}2(ax/2)^{(j+\alpha)}}{x\Gamma^2(j+\alpha+1/2)}.$$  

(1.68)

In a similar way, for $j + \alpha < 0$ we find

$$\frac{I_{\beta_j}^{(a)}(ax)}{K_{\beta_j}^{(a)}(ax)} \approx \frac{i\sqrt{x^2-m^2-\epsilon_j sm}I_{j+|\alpha|+1/2}(ax)}{xK_{j+|\alpha|+1/2}(ax) + (i\sqrt{x^2-m^2+sm})K_{j+|\alpha|+1/2}(ax)} \approx \frac{i\sqrt{x^2-m^2-\epsilon_j sm}2(ax/2)^{(j+\alpha)}}{x\Gamma^2(|j+\alpha|+1/2)}.$$  

(1.69)

Combining these two results, for $j + \alpha \neq 0$ one obtains

$$\frac{I_{\beta_j}^{(a)}(ax)}{K_{\beta_j}^{(a)}(ax)} \approx \frac{i\sqrt{x^2-m^2+\epsilon_j sm}2(ax/2)^{(j+\alpha)}}{x\Gamma^2(|j+\alpha|+1/2)}.$$  

(1.70)
This shows that the corresponding part in (1.67) vanishes as $a^{2|\alpha|}$. For half-odd integer values of $\alpha$, that is for $j + \alpha = 0$, the exceptional case corresponds to the mode with $j = -\alpha$. For this mode $\beta_j = 1/2$, $\epsilon_j = -1$, and we get

$$I_{\beta_j}^{(a)}(ax) \approx -\frac{2}{\pi i\sqrt{x^2 - m^2 + sm}} \frac{x}{i\sqrt{x^2 - m^2 + sm}}. 
$$

or, equivalently,

$$I_{\beta_j}^{(a)}(ax) \approx \frac{2 i\sqrt{x^2 - m^2 - sm}}{\pi x}. 
$$

Note that for this special value of $\beta_j$, in Eq. (1.67) the coefficient of the term with the imaginary part of Eq. (1.72) vanishes.

Therefore, if $\alpha$ is not a half-odd integer we have

$$\lim_{a \to 0} \langle j^0 \rangle_a = \langle j^0 \rangle_0. 
$$

In this case, the part (1.67) in the VEV of the charge density is induced by the presence of the boundary at $r = a$, whereas $\langle j^0 \rangle_0$ gives the charge density in the boundary-free geometry with a point like magnetic flux at $r = 0$. For half-odd integer values of $\alpha$, using (1.72), from Eq. (1.67) we get

$$\lim_{a \to 0} \langle j^0 \rangle_a = \langle j^0 \rangle_0 + \frac{2em^2}{\pi^3} \int_0^\infty dx \frac{K_{1/2}'(rx)}{\sqrt{x^2 - m^2}} 
$$

or

for a massless field the last term in this expression vanishes and we come to the same interpretation of the separate terms in Eq. (1.66).

The boundary-induced contribution (1.67) does not depend on the integer part $N$ in Eq. (1.56).
Redefining the summation variable in Eq. (1.67), this contribution is rewritten in the form

\[
\langle j^0 \rangle^{(b)}_a = \frac{e}{2\pi^2} \sum_{n=0}^{\infty} \sum_{p=-,+} p \int_0^\infty dx \ x \ 
\times \left\{ \frac{K_{np}^2(rx) + K_{np+1}^2(rx)}{\sqrt{x^2 - m^2}} \text{Re} \left[ \frac{I^{(a)}_{np}(ax)}{K^{(a)}_{np}(ax)} \right] \right.
\]
\[
+ \left[ K_{np+1}^2(rx) - K_{np}^2(rx) \right] \text{Im} \left[ \frac{I^{(a)}_{np}(ax)}{K^{(a)}_{np}(ax)} \right] \right\},
\]

(1.76)

with \( n_p \) given by Eq. (1.58). This explicitly shows that the single boundary-induced charge density is an odd function of \( \alpha_0 \). Using Eq. (1.59), the ratio of the modified Bessel functions in Eq. (1.76) can be explicitly written as

\[
\frac{I^{(u)}_{\nu}(z)}{K^{(u)}_{\nu}(z)} = \frac{I_{\nu}(z)}{K_{\nu}(z)} \frac{z I_{\nu+1}(z)}{I_{\nu}(z)} + n_u (s m_u + i \sqrt{\nu^2 - m_u^2}) \frac{I^{(a)}_{np}(ax)}{K^{(a)}_{np}(ax)}. \]

(1.77)

Now given the Wronskian relation \( I_{\nu+1}(z) K_{\nu}(z) + K_{\nu+1}(z) I_{\nu}(z) = 1/z \), written in the form

\[
z \frac{I_{\nu+1}(z)}{I_{\nu}(z)} + z \frac{K_{\nu+1}(z)}{K_{\nu}(z)} = \frac{1}{I_{\nu}(z) K_{\nu}(z)},
\]

(1.78)

one can transform Eq. (1.77) as

\[
\frac{I^{(u)}_{\nu}(z)}{K^{(u)}_{\nu}(z)} = \frac{1}{K_{\nu}^2(z)} \left[ I_{\nu}(z) K_{\nu}(z) - \frac{z K_{\nu+1}(z) / K_{\nu}(z) - sn_u m_u + i n_u \sqrt{\nu^2 - m_u^2}}{(z K_{\nu+1}(z) / K_{\nu}(z) - sn_u m_u)^2 + z^2 - m_u^2} \right].
\]

(1.79)

Hence, the real and imaginary parts of the ratio in (1.76) are explicitly read from

\[
\frac{I^{(u)}_{np}(z)}{K^{(u)}_{np}(z)} = \frac{W^{(u)}_{np}(z) - i n_u \sqrt{1 - m^2 \frac{z^2}{p^2}}}{z [K_{np+1}^2(z) + K_{np}^2(z)] - 2 s n_u m_u K_{np}(z) K_{np+1}(z)},
\]

(1.80)

with \( u = a, b \) and with the function

\[
W^{(u)}_{\nu}(z) = z \left[ I_{\nu}(z) K_{\nu}(z) - I_{\nu+1}(z) K_{\nu+1}(z) \right]
\]
\[
+ n_u s m_u \left[ I_{\nu+1}(z) K_{\nu}(z) - I_{\nu}(z) K_{\nu+1}(z) \right].
\]

(1.81)

Note that for \( z \geq m_u \) the denominator in Eq. (1.80) is positive. For a massless field and at large distances from the boundary, \( r \gg a \), the dominant contribution to the boundary-induced part (1.76) comes from the term \( n = 0 \) and this part decays as \( (a/r)^{3-2|\alpha_0|} \) with the sign \( \text{sgn}(\alpha_0) \langle j^0 \rangle^{(b)}_a / e < 0 \). For a massive field and for \( r \gg a, m^{-1} \), the dominant contribution in
Eq. (1.76) comes from the region near the lower limit of the integration and the boundary-induced charge density is suppressed by the factor $e^{-2mr/r^{3/2}}$.

From these considerations it follows that, if $|\alpha_0| \neq 1/2$, the part $\langle j^0 \rangle_0$ can be interpreted as the charge density in boundary-free two-dimensional space with a special type of boundary condition on the magnetic flux line at $r = 0$. Namely, we impose the bag boundary condition at finite radius which is then taken to zero. Consequently, the part (1.76) is interpreted as the contribution induced in the region $a \leq r < \infty$ by the boundary $r = a$. The last term in Eq. (1.57) is the contribution in the charge density induced when we add the boundary at $r = b$ to the geometry with a single boundary at $r = a$. Therefore, in this sense, this part can be termed as the second boundary-induced contribution.

The expression (1.62) for the boundary-free part admits of further simplification. The first terms in the brackets of the coefficients of the functions $J^2_{\beta_j}(xr)$ and $J^2_{\beta_j+\epsilon_j}(xr)$ are canceled for the contributions coming from the positive- and negative-energy modes. For the remaining part we get

$$
\langle j^0 \rangle_0 = \frac{esm}{4\pi} \sum \int_0^\infty dx x \frac{J^2_{\beta_j+\epsilon_j}(xr) - J^2_{\beta_j}(xr)}{\sqrt{x^2 + m^2}}.
$$

This can be further simplified by the following procedure. Let us assume that $|\alpha| < 1/2$. Then one can write

$$
\sum_j J^2_{\beta_j}(xr) = \sum_{j=1/2}^{+\infty} \left[ J^2_{j-a+1/2}(xr) + J^2_{j+a-1/2}(xr) \right],
$$

and

$$
\sum_j J^2_{\beta_j+\epsilon_j}(xr) = \sum_{j=1/2}^\infty \left[ J^2_{j-a+1/2}(xr) + J^2_{j+a-1/2}(xr) \right] + J^2_{-\alpha}(xr) - J^2_{\alpha}(xr).
$$

Combining these two results we get

$$
\sum_j \left[ J^2_{\beta_j}(xr) - J^2_{\beta_j+\epsilon_j}(xr) \right] = J^2_{\alpha}(xr) - J^2_{-\alpha}(xr),
$$

and, hence, $\langle j^0 \rangle_0$ becomes

$$
\langle j^0 \rangle_0 = \frac{esm}{4\pi} \int_0^\infty dx x \frac{J^2_{-\alpha_0}(xr) - J^2_{\alpha_0}(xr)}{\sqrt{x^2 + m^2}}.
$$

This expression with $s = 1$ was obtained in [45, 47]. After the rotation of the integration contour, it can also be presented in the form [45, 47]

$$
\langle j^0 \rangle_0 = \frac{esm^2}{\pi^3} \sin (\pi \alpha_0) \int_1^\infty dx \frac{xK^2_{\alpha_0}(mx)}{\sqrt{x^2 - 1}}.
$$
An equivalent expression for the boundary-free part is provided in [109]-[115], [128]:

\[
\langle j^0 \rangle_0 = \frac{esm}{2\pi^2r} \sin (\pi \alpha_0) \int_0^\infty dx \frac{\cosh(2\alpha_0 x)}{\cosh x} e^{-2mr \cosh x}.
\] (1.88)

Similarly to the boundary-induced contributions, this part is an odd function of the parameter \(\alpha_0\). For a massless field the boundary-free contribution in the charge density vanishes for \(r \neq 0\). In the case of a massive field, at large distances, the charge density \(\langle j^0 \rangle_0\) falls off as \(e^{-2mr/r^{3/2}}\), whereas at the origin it diverges as \(1/r\). At large distances, the decaying factor for a massive field is the same as that for the boundary-induced contribution (1.76).

The charge density (1.87) for the boundary-free geometry with a point like magnetic flux corresponds to a special boundary condition on the fermion field at the location of the flux. Generally, the self-adjoint extension procedure for the Dirac Hamiltonian leads to a one-parameter family of boundary conditions [129]-[131]. The value of the parameter in the boundary condition is determined by the physical details of the magnetic field distribution inside a more realistic finite radius flux tube (see, e.g., [132]-[137] for models with finite radius magnetic flux).

Combining all the results given above, we conclude that the total charge density \(\langle j^0 \rangle\) in the region \(a \leq r \leq b\) is a periodic odd function of the magnetic flux threading the ring, with the period equal to the flux quantum. As a function of the parameter \(\alpha\) (magnetic flux in units of the flux quantum), the charge density (1.88) in the boundary-free geometry is discontinuous at the half-odd integer values \(\alpha = N + 1/2\):

\[
\lim_{\alpha_0 \to \pm 1/2} \langle j^0 \rangle_0 = \pm \frac{esm}{2\pi^2r} K_0(2mr).
\] (1.89)

In the geometry with a single boundary at \(r = a\), we can see that for the boundary-induced contribution in the region \(r \geq a\) we have \(\lim_{\alpha_0 \to \pm 1/2} \langle j^0 \rangle_0 = 0\). This means that, in this geometry, the total charge density vanishes for \(\alpha = N + 1/2\), \(\lim_{\alpha_0 \to \pm 1/2} \langle j^0 \rangle_0 = 0\), and it is a continuous function of the magnetic flux everywhere. We can check that, in the expression (1.57) for the total charge in the ring geometry the last term vanishes in the limits \(\alpha_0 \to \pm 1/2\) (the real and imaginary parts in Eq. (1.57) vanish separately) and, hence, similarly to the single boundary part, the total charge density \(\langle j^0 \rangle\) is a continuous function at the half-odd integer values of \(\alpha\).
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Having discussed general features of the charge density, for the further clarification of the dependence on the parameters of the model, let us consider numerical examples. In the left panel of Fig. 2, for the geometry of two boundaries at $r = a, b$, we have plotted the charge density as a function of the radial coordinate for a massless fermionic field and for $\alpha_0 = 1/4$. The numbers near the curves are the values of the ratio $b/a$. The dashed curve presents the charge density in the geometry of a single boundary at $r = a$, namely, the quantity $10^3a^2\langle j^0(b) \rangle /e$. In the right panel of Fig. 2, by the full curves, the charge density is plotted as a function of $\alpha_0$ for fixed values $ma = 0.1, b/a = 8, r/a = 2$. The numbers near the curves are the values of the parameter $s$. The dashed curve is the corresponding charge density for a massless field with the same values of the other parameters. As is seen from the left panel, the charge density is peaked around the inner edge of the ring. The ratio $\langle j^0 \rangle /e$ is negative near the inner edge and positive near the outer edge. In the geometry of a single boundary at $r = a$ this ratio is negative for $\alpha_0 > 0$. We have already mentioned that the charge density vanishes for $|\alpha_0| = 1/2$, a feature seen from Fig. 2.

In Fig. 3 the charge density is displayed versus the ratio $b/a$ for fixed values $\alpha_0 = 1/4, r/a = 1.5$. The numbers near the curves are the values of the parameter $ma$. The dashed lines correspond to the current density outside a single boundary of radius $a$. For the left and right panels $s = 1$ and $s = -1$, respectively. Note that the scaling factors for these panels are different. The charge density for the representation $s = -1$ is essentially larger. The general feature seen from Fig. 3 is that the presence of the outer edge leads to the decrease of the absolute value of the charge density. For large values of $b/a$, the approach of the charge density in the ring geometry to the corresponding quantity in the geometry with a single edge is quicker with increasing mass.

From figures 2 and 3 we see that the behavior of the charge density when the parameter $ma$ increases from $ma = 0$ is essentially different for the representations $s = 1$ and $s = -1$. With the initial increase of $ma$, the modulus of the charge density decreases for the former case and increases for the latter one. Naturally, we expect that for $ma \gg 1$ the charge density will be suppressed for both cases. This is seen from Fig. 4. It presents the dependence of the charge density on the mass of the field for irreducible representations $s = 1$ (left panel) and $s = -1$.
Figure 2: Charge density in the ring as a function of the radial coordinate for a massless field (left panel) and as a function of the parameter $\alpha_0$ (right panel). The left panel is plotted for the magnetic flux parameter $\alpha_0 = 1/4$ and the numbers near the curves are the values of $b/a$. The dashed curve in that panel corresponds to the charge density outside a single boundary at $r = a$. The full curves in the right panel are plotted for $ma = 0.1$, $b/a = 8$, $r/a = 2$ and the numbers near the curves are the values of $s$. The dashed curve in the right panel corresponds to a massless field.

Figure 3: The dependence of the charge density on the ratio $b/a$ for irreducible representations $s = 1$ (left panel) and $s = -1$ (right panel). The graphs are plotted for $\alpha_0 = 1/4$, $r/a = 1.5$ and the numbers near the curves are the values for $ma$. The horizontal dashed curves correspond to the charge density in the geometry of a single boundary at $r = a$. 
(right panel). The graphs are plotted for $\alpha_0 = 1/4$, $b/a = 8$, $r/a = 2$. The dashed curves correspond to the charge density in the geometry of a single boundary at $r = a$. The dotted line in the right panel is the charge density for $s = -1$ in the boundary-free problem. The corresponding charge density for $s = 1$ differs by the sign. The suppression of the VEV with increasing $ma$ is stronger in the case $s = 1$.

Figure 4: Charge density as a function of the field mass (in units of $1/a$) for fields with $s = 1$ (left panel) and $s = -1$ (right panel). For the values of the parameters one has taken $\alpha_0 = 1/4$, $b/a = 8$, $r/a = 2$. The dashed curves present the charge density outside a single boundary at $r = a$. The dotted line corresponds to the charge density in the boundary-free geometry. The expression (1.57) for the charge density in the ring is not symmetric with respect to the inner and outer edges. An alternative representation, with the extracted outer boundary part is obtained from Eq. (1.49) using the relation

$$\frac{I_{np}^{(a)}(ax)}{K_{np}^{(a)}(ax)} K_{np}^2(rx) = \frac{K_{np}^{(b)}(bx)}{I_{np}^{(b)}(bx)} I_{np}^2(rx) + \sum_{u=a,b} n_u \Omega_{up}(ax,bx) G_{np,pm}^{(a)2}(ux,rx), \quad (1.90)$$

where

$$\Omega_{np}(ax,bx) = \frac{I_{np}^{(a)}(ax)/I_{np}^{(b)}(bx)}{K_{np}^{(a)}(ax) I_{np}^{(b)}(bx) - I_{np}^{(a)}(ax) K_{np}^{(b)}(bx)}. \quad (1.91)$$

The expression for the charge density takes the form

$$\langle j^0 \rangle = \langle j^0 \rangle_b + \frac{e}{2\pi^2} \sum_{n=0}^{\infty} \sum_{p=\pm} p \int_{m}^{\infty} dx x \left\{ \frac{sm}{\sqrt{x^2 - m^2}} \right\} \times \text{Re} \left[ \Omega_{np}(ax,bx) \left( G_{np,np}^{(b)2}(bx,rx) + G_{np,np+1}^{(b)2}(bx,rx) \right) \right] \quad (1.92)$$

$$+ \text{Im} \left[ \Omega_{np}(ax,bx) \left( G_{np,np+1}^{(b)2}(bx,rx) - G_{np,np}^{(b)2}(bx,rx) \right) \right]$$
Here, the first term in the right-hand side is decomposed as

$$\langle j^0 \rangle_b = \langle j^0 \rangle_a + \langle j^0 \rangle_{(b)}^b,$$

(1.93)

with

$$\langle j^0 \rangle_{(b)}^b = \frac{e}{2\pi^2} \sum_{n=0}^{\infty} \sum_{p=\pm} p \int_{m}^{\infty} dx \ x \ \sqrt{x^2 - m^2} \ \frac{I_{2n}^2(rx) + I_{2n+1}^2(rx)}{I_{n}^b(bx)} \ \Re \left[ \frac{K_{n}^b(bx)}{I_{n}^b(bx)} \right],$$

(1.94)

and with the notations defined according to Eq. (1.59). For the ratio under the signs of the real and imaginary parts in Eq. (1.94) we can get an explicit expression:

$$\frac{K_{n}^a(z)}{I_{n}^a(z)} = \frac{-n_u z K_{n+1}(z) + s m_a K_{n}(z)}{n_u z I_{n+1}(z) + s m_a I_{n}(z)} \ + \ \frac{i \sqrt{z^2 - m^2} K_{n}(z)}{i \sqrt{z^2 - m^2} I_{n}(z)} \ - \ \frac{z [K_{n}(z) I_{n}(z) - I_{n+1}(z) K_{n+1}(z)]}{z [I_{n+1}(z) + z I_{n}(z)] + 2 n_u s m_a I_{n}(z) I_{n+1}(z)}$$

(1.95)

which can be presented as

$$\frac{K_{n}^a(z)}{I_{n}^a(z)} = \frac{W_{n}^a(z)}{z [I_{n+1}(z) + z I_{n}(z)] + 2 n_u s m_a I_{n}(z) I_{n+1}(z)}.$$

(1.96)

The denominator in this expression is positive for $z \geq m_u$. Relatively simple expressions for single boundary parts (1.76) and (1.94) are obtained for a massless field.

If $|\alpha_0| \neq 1/2$, in the limit $a \to 0$ one has

$$\Omega_{b_2}(r) \approx \frac{I_{n}^a(az)}{K_{n}^a(az) I_{n}^{(b)}(bz)},$$

(1.97)

with the ratio of the modified Bessel functions given by Eq. (1.70). From here it follows that in this limit the last term in Eq. (1.92) vanishes. This means that the part (1.93) is the charge density in the region $0 \leq r \leq b$ for the geometry of a single boundary at $r = b$. The contribution (1.94) is induced by the latter. Note that, for $|\alpha_0| \neq 1/2$, this contribution is also obtained from Eq. (1.57) in the limit $a \to 0$. Therefore, we conclude that the last term in Eq. (1.92) is the contribution in the charge density induced by adding the boundary at $r = a$ in the geometry with a single boundary at $r = b$ (the second boundary-induced part). In the limit $r \to 0$ the
dominant contribution in Eq. (1.94) for the single boundary contribution comes from the term with \( n = 0, p = -\text{sgn}(\alpha_0) \), and the boundary-induced charge density behaves as \( 1/r^{2|\alpha_0|} \). For a massive field the boundary-free contribution diverges like \( 1/r \) and it dominates in the total VEV for \( |\alpha_0| < 1/2 \). All the separate terms in the representation (1.92) are discontinuous at half-odd integer values of \( \alpha \). However, as it has been already emphasized before, the total charge density is a continuous function of the magnetic flux everywhere.

Fig. 5 presents the charge density in the region \( r \leq b \) for the geometry with a single boundary at \( r = b \). For the corresponding magnetic flux we have taken \( \alpha_0 = 1/4 \). In the left panel the charge density is plotted versus the radial coordinate for a massless field. The right panel displays the boundary-induced part in the charge density as a function of the field mass in the cases \( s = 1 \) and \( s = -1 \) (numbers near the curves) and for \( r/a = 0.5 \). The dashed curve is for the charge density in the boundary-free geometry for \( s = 1 \).

Figure 5: The boundary-induced part in the charge density inside a single boundary with radius \( b \) as a function of the radial coordinate (left panel) and of the field mass (right panel) for \( \alpha_0 = 1/4 \). The left panel is plotted for a massless field. For the right panel \( r/b = 0.5 \) and the numbers near the curves specify the irreducible representations denoted by \( s \). The dashed curve presents the charge density in the boundary-free geometry for representation \( s = 1 \).

As it has been mentioned, the last terms in the representations (1.57) and (1.92) are induced when we add the second edge to the geometry with a single boundary. These second boundary-induced contributions are further simplified on the edges \( r = a \) and \( r = b \) respectively. The
corresponding expressions can be written in a combined form

\[ \langle j^0 \rangle = \langle j^0 \rangle_u + \frac{e}{\pi^2} \sum_{n=0}^{\infty} \sum_{p=\pm} p \int_{m}^{\infty} dx \frac{x}{\sqrt{x^2 - m^2}} \text{Re} \left[ (sm + i\sqrt{x^2 - m^2})\Omega_{\alpha\gamma \rho}(ax, bx) \right], \]  
\( (1.98) \)
on the edge \( r = u \) with \( u = a, b \). The second term in the right-hand side presents the charge induced on the edge \( r = u \) by the other edge.

It is important to mention at this point that the VEV of the charge density is finite on the edges (note that for the evaluation of the corresponding limiting value of the single boundary-induced parts \( \langle j^0 \rangle^{(b)}_u, u = a, b \), we cannot directly put \( r = u \) in the representations (1.76) and (1.94) as the separate integrals in the summation over \( p \) logarithmically diverge in the upper limit). From the theory of the Casimir effect it is known that in quantum field theory with boundary conditions imposed on the field operator the VEVs of local physical observables, in general, diverge on the boundaries. For example, the latter is the case for the VEV of the energy-momentum tensor or for the fermion condensate in problems with fermionic fields. The appearance of surface divergences in this type of quantities is a consequence of the idealization replacing the physical interaction by the imposition of boundary conditions and indicates that a more realistic physical model should be employed. For instance, the microstructure of the boundary on small scales can introduce a physical cutoff needed to produce finite values for surface quantities.

### 1.4 Azimuthal current

Now we turn to the spatial components of the fermionic current density. First let us consider the radial current. The corresponding mode sum is written as

\[ \langle j^1 \rangle = -\frac{e}{2} \sum_j \sum_{l=1}^{\infty} \sum_{\kappa=\pm} \kappa \psi^{(\kappa)}_{\gamma_\kappa}(x) \gamma^0 \gamma^1 \psi^{(\kappa)}_{\gamma_\kappa}(x), \]  
\( (1.99) \)

where for the product of the gamma matrices one has

\[ \gamma^0 \gamma^1 = i \begin{pmatrix} 0 & e^{-i\phi} \\ -e^{i\phi} & 0 \end{pmatrix}. \]  
\( (1.100) \)

Making use of the mode functions (1.25) it is easy to see that the expression under the mode-sum (1.8) is identically zero:

\[ \psi^{(\kappa)}_{\gamma_\kappa}(x) \gamma^0 \gamma^1 \psi^{(\kappa)}_{\gamma_\kappa}(x) = 0. \]  
\( (1.101) \)
Hence, the radial component of the current density vanishes, \( \langle j^1 \rangle = 0 \), and the only nonzero component corresponds to the azimuthal current.

The mode-sum for the physical component \( \langle j_\phi \rangle = r \langle j^2 \rangle \) of the azimuthal current can be written as

\[
\langle j_\phi \rangle = - \frac{e r}{2} \sum_{n=-\infty}^{+\infty} \sum_{l=1}^{\infty} \sum_{\kappa=-,+,0} \kappa \psi^{(\kappa)}_{mn}(x) \gamma^0 \gamma^2 \psi^{(\kappa)}_{mn}(x),
\]

where

\[
\gamma^0 \gamma^2 = \frac{1}{r} \begin{pmatrix}
0 & e^{-i \phi} \\
e^{i \phi} & 0
\end{pmatrix}.
\]

Substituting the eigenfunctions for the positive- and negative-energy modes the corresponding current density is written in the form

\[
\langle j_\phi \rangle = - \frac{\pi e}{16a^3} \sum_j \sum_{\kappa=\pm} \epsilon_j \sum_{l=1}^{\infty} T^{ab}_{\beta j}(\eta, z_l) h_2(z_l) \]

with the function

\[
h_2(z) = z^2 g_{\beta j, \beta j}(z, zr/a) \sqrt{z^2/a^2 + m^2} g_{\beta j, \beta j + \epsilon_j}(z, zr/a).
\]

As in the previous case, the terms \( \kappa = - \) and \( \kappa = + \) are the contributions from the negative- and positive-energy modes.

For the separation of the effects induced by the boundaries we apply to the series over \( l \) the summation formula (1.43) with \( h(z) = h_2(z) \). For the function (1.105) one gets

\[
h_2(x e^{\pi i/2}) = - \frac{x^2}{\sqrt{(x e^{\pi i/2})^2/a^2 + m^2}} g_{\beta j, \beta j}(x e^{\pi i/2}, x e^{\pi i/2} r/a) \\
\times g_{\beta j, \beta j + \epsilon_j}(x e^{\pi i/2}, x e^{\pi i/2} r/a).
\]

given that

\[
g_{\beta j, \beta j}(x e^{\pi i/2}, x e^{\pi i/2} r/a) = - \frac{2}{\pi} G^{(+)}_{\beta j, \beta j}(z, zr/a)
\]

\[
= - \frac{2}{\pi} \left[ K_{\beta j}^{(a+)}(z) I_{\beta j}(zr/a) - I_{\beta j}^{(a+)}(z) K_{\beta j}(zr/a) \right]
\]

and that

\[
g_{\beta j, \beta j + \epsilon_j}(x e^{\pi i/2}, x e^{\pi i/2} r/a) = - \frac{2}{\pi} e^{\epsilon_j \pi i/2} G^{(+)}_{\beta j, \beta j + \epsilon_j}(z, zr/a)
\]

\[
= - \frac{2}{\pi} e^{\epsilon_j \pi i/2} \left[ K_{\beta j}^{(a+)}(z) I_{\beta j + \epsilon_j}(zr/a) + I_{\beta j}^{(a+)}(z) K_{\beta j + \epsilon_j}(zr/a) \right].
\]

where

\[
G_{\nu, \mu}^{(p)}(x, y) = K_{\nu}^{(ap)}(x) I_{\mu}(y) - (-1)^{\mu-\nu} I_{\nu}^{(ap)}(x) K_{\mu}(y)
\]
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we find
\[ h_2(ze^{\pi i/2}) = -\frac{4}{\pi^2}piezG^{(ap)}(z, zr/a) \frac{zr/a}{\sqrt{(ze^{\pi i/2})^2/a^2 + m^2}}G^{(ap)}(z, zr/a). \]  
(1.110)

For the series over \( l \) in the expression of the current density \( \langle j_\phi \rangle \) one gets
\[ \sum_{l=1}^{\infty} T^{ab}_{\beta_j}(\eta, zl) h_2(zl) = \]
\[ = \frac{4}{\pi^2} \int_0^\infty dx \frac{h_2(x)}{J^{(a)}_{\beta_j}(x) + Y^{(a)}_{\beta_j}(x)} + \frac{1}{\pi} \sum_{p=\pm} \int_0^\infty dx \frac{\Omega^{(p)}_{a\beta_j}(x, \eta x)}{\sqrt{(xe^{\pi i/2})^2/a^2 + m^2}} \]
\times G^{(ap)}(x, x_0/a)G^{(ap)}(x, x_{1}/a).
(1.112)

From here, the current density is decomposed as
\[ \langle j_\phi \rangle = \langle j_\phi \rangle_a - \frac{ie}{4\pi^2a^2} \sum_{j} \sum_{\kappa=-,+,l=1} \sum_{p=\pm} \int_0^\infty dx \frac{x^2 \Omega^{(p)}_{a\beta_j}(x, \eta x)}{\sqrt{(xe^{\pi i/2})^2/a^2 + m^2}} \]
\times G^{(ap)}(x, x_0/a)G^{(ap)}(x, x_{1}/a),
(1.113)
where
\[ \langle j_\phi \rangle_a = -\frac{e}{4\pi^2a^2} \sum_{j} \sum_{\kappa=-,+,l=1} \int_0^\infty dx \frac{h_2(x)}{J^{(a)}_{\beta_j}(x) + Y^{(a)}_{\beta_j}(x)}. \]
(1.114)

By using the relation 1.46, the formula 1.113 is presented in a simpler form
\[ \langle j_\phi \rangle = \langle j_\phi \rangle_a - \frac{e}{2\pi^2a^2} \sum_{j} \sum_{p=\pm} \int_0^\infty dx \frac{x^2 \Omega^{(p)}_{a\beta_j}(x, \eta x)}{\sqrt{x^2 - m^2a^2}} G^{(ap)}(x, x_0/a)G^{(ap)}(x, x_{1}/a). \]
(1.115)

By taking into account Eq. (1.46), we conclude that in the last integral of Eq. (1.43) for the integration range \([0, ma]\) the terms with \( p = + \) and \( p = - \) cancel each other. For the integration range \([ma, \infty)\) of the remaining integral \( \kappa \) and \( p \) appear in the form of the product \( \kappa p \) and, hence, the negative- and positive-energy modes give the same contribution to the last term. As a consequence we get
\[ \langle j_\phi \rangle = \langle j_\phi \rangle_a - \frac{e}{\pi^2} \sum_{j} \int_m^\infty dx \frac{x^2}{\sqrt{x^2 - m^2}} \]
\times \text{Re} \left[ \Omega_{a\beta_j}(ax, br)G^{(a)}_{\beta_j}(ax, rx)G^{(a)}_{\beta_j+\epsilon_j}(ax, rx) \right].
(1.116)
The part (1.114) comes from the first term in the right-hand side of the summation formula (1.43). Taking into account that in the limit $b \to \infty$ the last term in Eq. (1.116) vanishes, we conclude that $\langle j_\phi \rangle_a$ is the current density in the region $r \geq a$ for the geometry with a single boundary at $r = a$.

For the separation of the boundary-induced effects in Eq. (1.114) we use the relation

$$\frac{g_{\beta_1, \beta_2}(z, y) g_{\beta_1, \beta_2, +\epsilon_j}(z, y)}{J^{(a)}_{\beta_2}(x) + Y^{(a)}_{\beta_2}(x)} = J_{\beta_2}(y) J_{\beta_2, +\epsilon_j}(y) - \frac{1}{2} \sum_{l=1, 2} J^{(a)}_{\beta_2}(z) H^{(l)}_{\beta_2}(y) H^{(l)}_{\beta_2, +\epsilon_j}(y).$$

(1.117)

The further transformations are similar to that of the charge density. Substituting Eq. (1.117) into Eq. (1.114), in the part with the last term we rotate the integration contour by the angle $\pi/2$ for the term with $l = 1$ and by the angle $-\pi/2$ for the $l = 2$ term. The integrals over the intervals $[0, ima]$ and $[0, -ima]$ are canceled. As a result, the contribution (1.114) is presented in the decomposed form

$$\langle j_\phi \rangle_a = \langle j_\phi \rangle_0 + \langle j_\phi \rangle^{(b)}_a,$$

(1.118)

where the separate terms are given by the expressions

$$\langle j_\phi \rangle_0 = -\frac{e}{2\pi} \sum_j \epsilon_j \int_0^\infty dx \frac{x^2 J_{\beta_2}(r x) J_{\beta_2, +\epsilon_j}(r x)}{\sqrt{x^2 + m^2}},$$

(1.119)

and

$$\langle j_\phi \rangle^{(b)}_a = \frac{e}{\pi^2} \sum_j \int_m^\infty dx \frac{x^2}{\sqrt{x^2 - m^2}} \text{Re} \left[ \frac{I^{(a)}_{\beta_2}(ax)}{K^{(a)}_{\beta_2}(ax)} \right] K_{\beta_2}(r x) K_{\beta_2, +\epsilon_j}(r x).$$

(1.120)

For $\alpha$ different from a half-odd integer, the part $\langle j_\phi \rangle^{(b)}_a$ vanishes in the limit $a \to 0$ and, hence, in this case Eq. (1.119) is interpreted as the current density in two dimensional space without boundaries. Respectively, the part (1.120) presents the contribution induced in the region $r \leq a$ by a single boundary at $r = a$. In the special case $s = 1$, the single boundary-induced contribution coincides with the result previously obtained in [109]-[115], [128] for a more general geometry of a conical space (with the sign difference explained above).

The boundary-free part in the current density, given by Eq. (1.119), does not depend on the parameter $s$ and, hence, on the irreducible representation of the Clifford algebra in (2+1)-dimensional spacetime. A more convenient expression for this part is provided in Ref. [109]-[115], [128]

$$\langle j_\phi \rangle_0 = \frac{e \sin (\pi \alpha_0)}{4\pi^2 r^2} \int_0^\infty dz \frac{\cosh(2\alpha_0 z)}{\cosh^3 z} (1 + 2mr \cosh z) e^{-2mr \cosh z}.$$  

(1.121)
An alternative expression is given in [47]:

\[
\langle j_\phi \rangle_0 = \frac{e r}{\pi^3} \sin(\pi \alpha_0) \int_m^\infty dx \frac{x^3 K_{\alpha_0}^2(rx) - K_{1-\alpha_0}(rx)K_{1+\alpha_0}(rx)}{\sqrt{x^2 - m^2}}. \tag{1.122}
\]

Unlike the case of the charge density, the current density does not vanish for a massless field. For a massive field, at distances \(mr \gg 1\), it behaves as \(e^{-2mr/r^3/2}\). At the origin the current density diverges like \(1/r^2\). Similar to the case of the charge density in the boundary-free geometry, \(\langle j_\phi \rangle_0\) is discontinuous at half-odd integer values of \(\alpha\) with the discontinuity \(2\langle j_\phi \rangle_0|_{\alpha_0=1/2}\). Particularly, for a massless field for the discontinuity we have \(e/(2\pi^2 r^2)\).

Decomposing the parameter \(\alpha\) in accordance with Eq. (1.56) and redefining the summation variable \(j\), the current density can be presented in the form

\[
\langle j_\phi \rangle = \langle j_\phi \rangle_0 + \langle j_\phi \rangle^{(b)}_a - \frac{e}{\pi^2} \sum_{n=0}^{\infty} \sum_{p=\pm} \int_m^\infty dx \frac{x^2}{\sqrt{x^2 - m^2}} \times \text{Re} \left[ \Omega_{mn}(ax, bx) G_{np}^{(a)}(ax, rx) G_{np+1}^{(a)}(ax, rx) \right], \tag{1.123}
\]

with the single boundary-induced part

\[
\langle j_\phi \rangle^{(b)}_a = \frac{e}{\pi^2} \sum_{n=0}^{\infty} \sum_{p=\pm} \int_m^\infty dx \frac{x^2}{\sqrt{x^2 - m^2}} \text{Re} \left[ \frac{I_{np}^{(a)}(ax)}{K_{np}^{(a)}(ax)} \right] K_{np}(rx)K_{np+1}(rx). \tag{1.124}
\]

This representation shows in an explicit manner that the current density does not depend on the integer part \(N\) and is an odd function of the fractional part \(\alpha_0\). For a massless field and at large distances from the boundary, \(r \gg a\), the single boundary-induced contribution (1.124) behaves as \((a/r)^{-4|m_0|}, |\alpha_0| < 1/2\), with the sign \(\text{sgn}(\alpha_0)\langle j_\phi \rangle^{(b)}_a/e < 0\). In this limit, the total VEV in the geometry of a single boundary is dominated by the boundary-free part. In the case of a massive field, at distances \(r \gg a, m^{-1}\), for the part (1.124) one has the suppression by the factor \(e^{-2mr/r^3/2}\) and the boundary-induced contribution is of the same order as the boundary-free one.

Both the terms in the right-hand side of Eq. (1.118) are discontinuous at half-odd integer values of the parameter \(\alpha\). For the corresponding limiting values we have

\[
\lim_{\alpha_0 \to \pm1/2} \langle j_\phi \rangle_0 = -\lim_{\alpha_0 \to \pm1/2} \langle j_\phi \rangle^{(b)}_a = \pm \frac{em}{2\pi^2 r} K_1(2mr). \tag{1.125}
\]

Though the separate terms are discontinuous, the total current density in the region \(r > a\) for the geometry of a single boundary vanishes in the limits \(\alpha_0 \to \pm1/2\) and it is continuous. This
is the case for the current density (1.123) in the geometry of the ring as well. It can be checked that the last term in the right-hand side of this formula vanishes for \( \alpha_0 \to \pm 1/2 \). Hence, we conclude that the current density in the ring is a continuous function of the magnetic flux including the points corresponding to the half-odd integer values of the magnetic flux in units of the flux quantum.

In order to clarify the dependence of the current density on the parameters of the problem, let us consider some numerical examples. The behavior of the current density in the region \( a \leq r \leq b \) as a function of the radial coordinate and of the parameter \( \alpha_0 \) is presented in figure 6. The left panel is plotted for a massless field and for the magnetic flux parameter \( \alpha_0 = 1/4 \). In this panel, the numbers near the full curves are the values of the ratio \( b/a \) and the dashed curve presents the current density in the geometry of a single boundary at \( r = a \). The full curves in the right panel are plotted for \( b/a = 8, r/a = 2, ma = 0.1 \) and the numbers near them are the values of the parameter \( s \). The dashed curve in the right panel corresponds to the current density for a massless field for the same values of \( b/a \) and \( r/a \). Similarly to the VEV of the charge density, the current density is finite on the edges. As it has been already emphasized, the current density vanishes for half-odd integer values of the ratio of the magnetic flux to the flux quantum, corresponding to \( |\alpha_0| = 1/2 \). The graphs show that the current density is peaked near the inner edge and it decreases with decreasing the width of the ring.

In Fig. 7, the current density is displayed as a function of the relative location of the outer boundary for fixed values of the parameters \( \alpha_0 = 1/4, r/a = 1.5 \). The numbers near the curves are the values for \( ma \). The left and right panels correspond to the representations with \( s = 1 \) and \( s = -1 \), respectively. The dashed lines on both the panels present the current density in the geometry of a single boundary at \( r = a \). Again, the graphs show that, for a fixed inner radius, the current density increases with increasing the width of the ring.

Similarly to the case of the charge density, we see an essentially different behavior of the current density for the representations \( s = 1 \) and \( s = -1 \), as a function of the field mass at relatively small values of the parameter \( b/a \). The dependence of the current density on the mass is plotted in Fig. 8 for the irreducible representations \( s = 1 \) (left panel) and \( s = -1 \) (right panel) and for the values of the parameters \( \alpha_0 = 1/4, b/a = 8, r/a = 2 \). The dashed curves
Figure 6: Current density in the region between two boundaries as a function of the radial coordinate for a massless field (left panel) and as a function of the parameter $\alpha_0$ (right panel). The left panel is plotted for the magnetic flux parameter $\alpha_0 = 1/4$ and the numbers near the curves are the values of $b/a$. The full curves in the right panel are plotted for $ma = 0.1$, $b/a = 8$, $r/a = 2$ and the numbers near the curves are the values of $s$. The dashed curve in the right panel corresponds to a massless field.

Figure 7: Current density versus the ratio $b/a$ for irreducible representations $s = 1$ (left panel) and $s = -1$ (right panel). The graphs are plotted for $\alpha_0 = 1/4$, $r/a = 1.5$ and the numbers near the curves are the values of $ma$. The dashed curves present the current density in the geometry of a single boundary at $r = a$. 
present the charge density in the geometry of a single boundary at \( r = a \). The dotted line in the right panel is the current density in the boundary-free problem.

Figure 8: Current density versus the field mass for the fields with \( s = 1 \) (left panel) and \( s = -1 \) (right panel) and for \( \alpha_0 = 1/4, b/a = 8, r/a = 2 \). The dashed curves present the current density outside a single boundary at \( r = a \) and the dotted line is the current density in the boundary-free geometry.

In the representation (1.123) the current density for the geometry of a single boundary at \( r = a \) is explicitly separated. The representation with the outer edge contribution separated is obtained by making use of the identity

\[
- \frac{I^{(a)}_{np}(ax)}{K^{(a)}_{np}(ax)} K_{np}(rx) K_{np+1}(rx) = \frac{K^{(b)}_{np}(bx)}{I^{(b)}_{np}(bx)} I_{np}(rx) I_{np+1}(rx)
\]

\[+ \sum_{u=a,b} n_u \Omega_{uap}(ax, bx) G_{uap, np}^{(u)}(ux, rx) G_{uap, np+1}^{(u)}(ux, rx). \tag{1.126}\]

With this relation, the current density in the region \( a \leq r \leq b \) is presented as

\[
\langle j_\phi \rangle = \langle j_\phi \rangle_b - \frac{e}{\pi^2} \sum_{n=0}^{\infty} \sum_{p=\pm} \int_{m}^{\infty} dx \frac{x^2}{\sqrt{x^2 - m^2}} \times \text{Re} \left[ \Omega_{nap}(ax, bx) G^{(b)}_{nap, np}(bx, rx) G^{(b)}_{nap, np+1}(bx, rx) \right]. \tag{1.127}\]

Here

\[
\langle j_\phi \rangle_b = \langle j_\phi \rangle_0 + \langle j_\phi \rangle_b^{(1)}, \tag{1.128}\]

with

\[
\langle j_\phi \rangle_b^{(1)} = - \frac{e}{\pi^2} \sum_{n=0}^{\infty} \sum_{p=\pm} \int_{m}^{\infty} dx \frac{x^2}{\sqrt{x^2 - m^2}} \text{Re} \left[ \frac{K^{(b)}_{np}(bx)}{I^{(b)}_{np}(bx)} \right] I_{np}(rx) I_{np+1}(rx). \tag{1.129}\]
By taking into account that for $|\alpha_0| \neq 1/2$ one has $\Omega_{\text{dirp}}(az, bz) \sim a^{2n+1+2\alpha_0}$ for $a \to 0$, from Eq. (1.127) we conclude that the part $\langle j_\phi \rangle_b$ is the current density in the region $0 \leq r \leq b$ for the geometry of a single boundary at $r = b$ and the contribution (1.129) is induced by the boundary. For points near the center of the disc $r \leq b$, the dominant contribution to the edge-induced part (1.129) comes from the term $n = 0$ and it behaves as $r^{1-2|\alpha_0|}$. Taking into account that the boundary-free part behaves like $1/r^2$, we see that near the center the current density is dominated by the boundary-free part.

For the magnetic flux parameter $\alpha_0 = 1/4$, the boundary-induced charge density (1.129) in the geometry of a single boundary at $r = b$ is plotted in Fig. 9 versus the radial coordinate and the mass. The dashed curve corresponds to the current density in the boundary-free problem. The left panel is plotted for a massless field and the numbers near the curves on the right panel are the values of the parameter $s$ and we have taken $r/b = 0.5$.

![Figure 9: The boundary-induced contribution to the current density inside a single circular boundary with radius $b$ versus the radial coordinate and the mass for $\alpha_0 = 1/4$. The left panel is plotted for a massless field. For the right panel $r/b = 0.5$ and the numbers near the curves are the values of $s$.](image)

The last term in Eq. (1.127) is the current density induced in the region $a \leq r \leq b$ when we add the boundary at $r = a$ to the geometry of the disc with the radius $b$. All the separate terms in the right-hand side of Eq. (1.127) have jumps at half-odd integer values of $\alpha$. However, it can be checked that the total current density is a continuous function of the magnetic flux.
and it vanishes for $\alpha = N + 1/2$. Similar to the case of the charge density, relatively simple expressions for the second edge-induced parts in the representations (1.123) and (1.127) are obtained on the edges $r = a$ and $r = b$, respectively. The current density on the edge $r = u$ with $u = a, b$, is presented in the form

$$
\langle j_\phi \rangle = \langle j_\phi \rangle_u + \frac{e n_u}{\pi^2} \sum_{n=0}^{\infty} \sum_{p=\pm} \int_0^\infty dx \frac{x}{\sqrt{x^2 - m^2}} \text{Re} \left( (sm + i\sqrt{x^2 - m^2})\Omega_{un_p}(ax,bx) \right). \tag{1.130}
$$

Comparing with Eq. (1.98), we see that the second edge-induced contribution in the current density on the first edge is equal to the corresponding charge density for the outer edge and has the opposite sign on the inner edge. These relations between the charge and current densities on the ring edges hold for the total VEVs as well. If we formally put $r = a, b$ in the mode sums (1.41) and (1.104), then, using the Wronskian relation for the Bessel and Neumann functions and Eq. (1.29) for the eigenvalues of the radial quantum number, we can see that

$$
\langle j_0^0 \rangle_{r=a} = n_a \langle j_\phi \rangle_{r=a} = -\frac{e}{4\pi a^2} \sum_j \sum_{l=1}^{\infty} \sum_{\kappa=\pm} \kappa T_{ab}^{\kappa}(\eta, z_l) \frac{E + \kappa sm}{E - z_l B_u(z_l)}. \tag{1.131}
$$

with $u = a, b$ and

$$
B_a(x) = 1, \quad B_b(x) = \frac{J_{\beta_j}^{(a)2}(x)}{J_{\beta_j}^{(b)2}(xb/a)}, \tag{1.132}
$$

This feature is a consequence of the bag boundary conditions we have imposed on the edges (see also [138]).

In the discussion above for the charge and current densities we have assumed that the fermionic field is in the vacuum state. If the field is in thermal equilibrium at finite temperature, in addition to the vacuum parts we have considered here, the expectation values will receive contributions coming from particles and antiparticles (for finite temperature effects on the fermionic charge and current densities in topologically nontrivial spaces see, e.g., [76],[139]; see also [140] for a recent review of finite temperature field theoretical effects in toroidal topology). For a fermionic field with the chemical potential $\mu$, obeying the condition $|\mu| < m$, the charge and current densities at zero temperature coincide with the VEVs we have investigated above. In the case $|\mu| > m$, the zero temperature expectation values in addition to the VEVs will contain contributions from particles or antiparticles (depending on the sign of the chemical potential) filling the states with the energies $E$ in the range $m \leq E \leq |\mu|$.
1.5 Charge and current densities in P- and T-symmetric models with applications to graphene rings

Making use of the results from the previous sections we can obtain the vacuum densities in the parity and time-reversal symmetric massive fermionic models. In (2+1) dimensions the irreducible representations for the Clifford algebra are realized by $2 \times 2$ matrices. In cylindrical coordinates, we can choose the Dirac matrix $\gamma^2$ in two inequivalent ways: $\gamma^2 = \gamma^2_{(s)} = -is\gamma^0\gamma^1/r$, where, as before, $s = \pm 1$. The gamma matrices (1.5), we have used in the discussion above, correspond to the representation with the upper sign. Two sets of Dirac matrices $\gamma^\mu_{(s)} = (\gamma^0, \gamma^1, \gamma^2_{(s)})$ realize two inequivalent irreducible representations of the Clifford algebra. In these representations, the mass term in the Lagrangian density for a two-component spinor field,

$$ L_s = \bar{\psi}_{(s)}(i\gamma^\mu_{(s)} D_\mu - m)\psi_{(s)}, $$

(1.133)

is not invariant under the $P$- and $T$-transformations. Here we assume that both the fields $\psi_{(s)}$ obey the same boundary conditions

$$ \left( 1 + in_\mu\gamma^\mu_{(s)} \right) \psi_{(s)}(x) = 0, $$

(1.134)

on the circular edges $r = a, b$. In order to recover the $P$- and $T$-invariances, let us consider the combined Lagrangian density $L = \sum_{s=\pm 1} L_s$. By appropriate transformations of the fields $\psi_{(-1)}$ and $\psi_{(+1)}$, this Lagrangian is invariant under $P$- and $T$-transformations (in the absence of magnetic fields).

In order to relate the fields $\psi_{(s)}$ to the ones we have considered in the evaluation of the vacuum densities, let us introduce new two-component fields $\psi'_{(s)}$ in accordance with $\psi'_{(+1)} = \psi_{(+1)}$, $\psi'_{(-1)} = \gamma^0\gamma^1\psi_{(-1)}$. In terms of these fields, the Lagrangian density is presented as

$$ L = \sum_{s=\pm 1} \bar{\psi}'_{(s)}(i\gamma^\mu D_\mu - sm)\psi'_{(s)}, $$

(1.135)

where $\gamma^\mu = \gamma^\mu_{(+1)}$. From Eq. (1.135) we conclude that the equations for the fields with $s = -1$ and $s = +1$ differ by the sign of the mass term and coincide with Eq. (2.2). From the boundary conditions (1.134) it follows that the fields in Eq. (1.135) obey the conditions

$$ (1 + isn_\mu\gamma^\mu) \psi'_{(s)}(x) = 0, $$

(1.136)
on \( r = a, b \). As it is seen, the field \( \psi'_{(+1)} \) obeys the condition (1.2), whereas the boundary condition for the field \( \psi'_{(-1)} \) differs by the sign of the term with the normal to the boundary. As it has been already noticed in [119], this type of condition with the reversed sign is an equally acceptable boundary condition for the Dirac equation. Combining 2-component spinors \( \psi'_+ \) and \( \psi'_- \) in a 4-component one, \( \Psi = (\psi'_+, \psi'_-)^T \), and introducing \( 4 \times 4 \) Dirac matrices \( \gamma^\mu_{(4)} = \sigma_3 \otimes \gamma^\mu \), the Lagrangian density (1.135) is rewritten in the form

\[
L = \bar{\Psi}(i\gamma^\mu_{(4)} D^\mu - m)\Psi.
\]  

In this reducible representation, the boundary conditions (1.136) are combined as

\[
(1 + i n_\mu \gamma^\mu_{(4)}) \Psi(x) = 0.
\]

The latter has the form of the standard MIT bag condition for a 4-component spinor.

By taking into account that \( \bar{\psi}_{(s)} \gamma^\mu_{(4)} \psi_{(s)} = \bar{\psi}_{(s)} \gamma^\mu \psi_{(s)} \), for the total VEV of the current density in the model with the combined Lagrangian \( L = \sum_{s=\pm1} L_s \), with \( L_s \) form (1.133), one gets

\[
\langle J^\mu \rangle = \sum_{s=\pm1} \langle \bar{\psi}_{(s)} \gamma^\mu \psi_{(s)} \rangle = \sum_{s=\pm1} \langle \bar{\psi}'_{(s)} \gamma^\mu \psi'_{(s)} \rangle.
\]

The charge and current densities for the field \( \psi'_{(+1)} \) are obtained from the expressions given in the previous sections with \( s = 1 \). In order to find the VEVs for the field \( \psi'_{(-1)} \), we note that it obeys the field equation (2.2) with \( s = -1 \) and the boundary condition that differs from Eq. (1.2) by the sign of the term containing the normal to the boundaries. Consequently, the VEV \( \langle \bar{\psi}'_{(-1)} \gamma^\mu \psi'_{(-1)} \rangle \) is obtained from the corresponding formulas given above taking \( s = -1 \) and making the replacement

\[
n_u \rightarrow -n_u, \ u = a, b
\]

(see Eq. (1.3) for the definition of \( n_u \)). In the final formulas this replacement is made through the definition (1.59) for \( f = I, K \). From here we conclude that the expressions for the VEVs \( \langle \bar{\psi}_{(s)} \gamma^\mu \psi_{(s)} \rangle, \mu = 0, 2 \), are given by the formulas in sections 1.3 and 1.4 where now we should take

\[
f_{n_p}^{(u)}(z) = \delta_f z f_{n_p+1}^{(u)}(z) + n_u(m_u + si\sqrt{z^2 - m^2_u}) f_{n_p}^{(u)}(z),
\]

with \( n_u \) defined in accordance with Eq. (1.3). This shows that one has the relation \( f_{n_p}^{(u)}(z)|_{s=1} = f_{n_p}^{(u)*}(z)|_{s=1} \) and, hence, the same for the functions \( \Omega_{u_{np}}(ax, bx) \) and \( G_{n_{p,\mu}}(ux, rx) \). Here the
star stands for the complex conjugate. Assuming that the masses \( m \) for the fields with \( s = +1 \) and \( s = -1 \) are the same, we can see that the boundary-induced contributions from these fields to the charge density cancel each other. By taking into account that the same is the case for the boundary-free part (see Eq. (1.88)), we conclude that the VEV of the total charge density vanishes. For the VEV of the current density, the contributions from the fields \( \psi'_{(+1)} \) and \( \psi'_{(-1)} \) coincide for both the boundary-free and boundary-induced parts. The corresponding expressions for the total current (1.139) are obtained from those in the previous section for the case \( s = 1 \) with an additional factor 2. Now, for the field \( \psi'(s) \) the analog of the relation (1.131) between the charge and current densities on the edges has the form

$$\langle j^\mu_{r=u} = -n_u \langle j^{\mu u} \rangle_{r=u},$$

(1.142)

where \( \langle j^\mu \rangle = \langle \bar{\psi}(-1) \gamma^\mu \psi'_{(-1)} \rangle \), \( u = a, b \), and \( n_u \) is the same as in Eq. (1.131).

Note that we could consider another class of \( P \)- and \( T \)-invariant models with two-components fields \( \psi(s) \) obeying the boundary conditions in which the sign of the term in Eq. (1.134), containing the normal vector, is reversed. For these models, the same reversion should be made in the boundary condition (1.136) for the primed fields. Now we see that the charge and current densities for the field \( \psi'_{(-1)} \) coincide with those in the previous sections for \( s = -1 \), whereas the results for the field \( \psi'_{(+1)} \) are obtained from those before in the case \( s = 1 \) by the replacement (1.140). The total charge density, combined from the fields with \( s = 1 \) and \( s = -1 \) vanishes as in the previous case, and the current density is obtained from the expressions in section 1.4 in the case \( s = -1 \) with the additional factor 2. As it has been seen, in this case the dependence of the VEV on the field mass is more interesting. Naturally, there is another possibility when the boundary conditions for the fields \( \psi(s) \) are different for \( s = 1 \) and \( s = -1 \). For instance, we could impose the condition (1.134) with the additional factor \( s \) in the term involving the normal vector. In this case the primed fields will obey the same boundary condition (Eq. (1.136) with \( s = 1 \)) and the corresponding VEVs exactly coincide with those in sections 1.3 and 1.4. In this variant, there is no cancellation and the total charge density does not vanish.

The field theoretical models we have considered can be realized by various graphene made structures. For example, the geometry with a single boundary at \( r = a \) corresponds to a circular graphene dot if the region \( r < a \) is considered and to a single circular nanohorn (or
nanopore) for the region $r > a$. The influence of boundaries on the electronic properties of a circular graphene quantum dot in a magnetic field has been discussed in [141, 142]. Comparing the analytical results obtained within the continuum model to those obtained from the tight-binding model, the authors conclude that the Dirac model with the infinite-mass boundary condition describes rather well its tight-binding analog and is in good qualitative agreement with experiments. Considering different boundary conditions in the Dirac model for graphene devices, a similar conclusion is made in Ref. [138]. The Aharonov-Bohm effect and persistent currents in graphene nanorings have been recently investigated in [126],[143]-[149]. The effect of impurity on persistent currents in strictly one-dimensional Dirac systems is discussed in [150]. The results obtained above can be applied for the investigation of the ground state charge and current densities in graphene rings. Graphene is a monolayer of carbon atoms with honeycomb lattice containing two triangular sublattices $A$ and $B$ related by inversion symmetry. The electronic subsystem in a graphene sheet is among the most popular realizations of the Dirac physics in two spatial dimensions (for other planar condensed-matter systems with the low-energy excitations described by the Dirac model see Ref. [151, 152]). For a given value of spin $S = \pm 1$, the corresponding long wavelength excitations are described in terms of 4-component spinors $\Psi_S = (\psi_{+,AS}, \psi_{+,BS}, \psi_{-,AS}, \psi_{-,BS})^T$ with the Lagrangian density (in the standard units)
\begin{equation}
L = \sum_{S=\pm 1} \bar{\Psi}_S(i\hbar\gamma^0 \partial_t + i\hbar v_F \gamma^l D_l - \Delta)\Psi_S.
\end{equation}
Here, $D_l = (\nabla - ieA/\hbar c)_l$, $l = 1, 2$, is the spatial part of the gauge extended covariant derivative and $e = -|e|$ for electrons. The Fermi velocity $v_F$ plays the role of the speed of light. It is expressed in terms of the microscopic parameters as $v_F = \sqrt{3a_0\gamma_0/(2\hbar)} \approx 7.9 \times 10^7$ cm/s, where $a_0 \approx 1.42$ Å is the inter-atomic spacing of graphene honeycomb lattice and $\gamma_0 \approx 2.9$ eV is the transfer integral between first-neighbor $\pi$ orbitals. The components $\psi_{\pm,AS}$ and $\psi_{\pm,BS}$ of the spinor $\Psi_S$ give the amplitude of the electron wave function on sublattices $A$ and $B$. The indices $+$ and $-$ of these components correspond to inequivalent points, $K_+$ and $K_-$, at the corners of the two-dimensional Brillouin zone (see Ref. [15]-[17]). The energy gap $\Delta$ in Eq. (1.143) is related to the corresponding Dirac mass as $\Delta = m v_F^2$. It plays an important role in many physical applications (for the mechanisms of the gap generation in the energy spectrum of graphene see, for example, Ref. [15]-[17] and references therein). The values of the
energy gap may vary in the range $1\text{meV} \lesssim \Delta \lesssim 1\text{eV}$, depending on the physical mechanism for the generation.

Comparing with the discussion above, we see that the values of the parameter $s = +1$ and $s = -1$ correspond to the $K_+$ and $K_-$ points of the graphene Brillouin zone and the Lagrangian density (1.143) is the analog of (1.137). From here it can be concluded that, for a given value of the spin $S$, the expressions for the VEVs of the charge and current densities for separate contributions coming from the points $K_+$ and $K_-$ are obtained from the formulas in previous sections by the replacement $m \rightarrow a_0^{-1}\Delta/\gamma_F$, where $\gamma_F = \hbar v_F/a_0 \approx 2.51\text{eV}$ determines the energy scale in the model. In the expressions for the current density, an additional factor $v_F$ should be added, because now the operator of the spatial components of the current density is defined as $j^\mu = ev_F\bar{\psi}(x)\gamma^\mu\psi(x)$, $\mu = 1, 2$. For a given spin $S$, the contributions from two valleys are combined in accordance with Eq. (1.139). In the problem at hand, the spins $S = \pm 1$ give the same contributions to the total VEVs. As it has been mentioned before, the charge density vanishes as a result of cancellation of the contributions from the $K_+$ and $K_-$ points. The effective charge density may appear if the gap generation mechanism breaks the valley symmetry and the mass gap is different for $s = +1$ and $s = -1$. Note that this will break $P$- and $T$-invariances of the model.

1.6 Summary

From the point of view of both the field theory and condensed matter, among the most interesting topics in quantum field theory is the investigation of the effects induced by gauge field fluxes on the properties of the ground state. In this chapter we have discussed the combined effects from the magnetic flux and boundaries on the VEVs of the fermionic charge and current densities in a two-dimensional circular ring. The examples of graphene nanoribbons and rings have already shown that the edge effects have important consequences on the physical properties of planar systems. In the present problem, for the field operator on the ring edges we have imposed the bag boundary conditions. The distribution of the magnetic flux inside the inner edge can be arbitrary. The boundary separating the ring from the region of the location for the gauge field strength is impenetrable for the fermionic field and the effect of the
gauge field is purely topological. It depends on the total flux only. The latter gives rise to the
Aharonov-Bohm effect for physical characteristics of the ground state. We have considered the
problem for both irreducible representations of the Clifford algebra in (2+1) dimensions. In
these representations the mass term in the Dirac equation breaks the parity and time-reversal
invariances. For the evaluation of the VEVs we have employed the method based on the direct
summation over a complete set of fermionic modes in the ring. The corresponding positive-
and negative-energy wavefunctions are given by Eq. (1.25) with the radial functions defined
by Eq. (1.26). The eigenvalues of the radial quantum number are quantized by the boundary
conditions and are roots of the equation (1.29). The eigenvalue equations for the positive-
and negative-energy modes differ by the sign of the energy. Alternatively, we can take the
negative-energy modes in the form (1.39). With this representation, the eigenvalue equation
for the negative-energy modes is obtained from the positive-energy one by inverting the sign of
the parameter $\alpha$, the latter being the ratio of the magnetic flux to the flux quantum.

The mode-sums for VEVs of the charge and current densities, Eqs. (1.41) and (1.104),
contain series over the roots of Eq. (1.29). The latter are given implicitly and these representa-
tions are not well adapted for the investigation of the VEVs. More convenient expressions are
obtained by using the generalized Abel-Plana formula (1.43) for the summation of the series.
There are two advantages in the formulas obtained in this manner: the explicit knowledge of
the eigenvalues is not required and the boundary-induced contributions to the VEVs are ex-
plicitly extracted. In addition, instead of series with highly oscillatory terms for large values
of quantum numbers, in the new representation one has exponentially convergent integrals for
points away from the edges. This is an important point from the perspective of numerical
evaluations.

The VEVs for both the charge and current densities are decomposed into boundary-free,
single boundary-induced and the second boundary-induced contributions. These all are odd
periodic functions of the magnetic flux with the period equal to the flux quantum. For the
geometry with two boundaries we have provided two representations, given by Eqs. (1.57)
and (1.92) for the charge and by Eqs. (1.123) and (1.127) for the azimuthal current. In these
representations the contributions for the exterior or interior geometries with a single boundary
are explicitly extracted. The last terms in all the representations are induced by the introduction of the second boundary to the geometry with a single boundary. The single boundary parts in the VEVs are given by the expressions (1.67) and (1.124) in the exterior region and by Eqs. (1.94) and (1.129) for the interior region.

In contrast to the case of the boundary-free geometry the charge and current densities in the ring are continuous at half-odd integer values for the ratio of the magnetic flux to the flux quantum, and both of them vanish at these points. We have shown that the behaviour of the VEVs as functions of the field mass (energy gap in field theoretical models of planar condensed matter system) is essentially different for the cases $s = 1$ and $s = -1$. With the initial increase of the mass from the zero value, the modulus for the charge and current densities decreases for the irreducible representation with $s = 1$ and increases for the one with $s = -1$. With further increase of the mass the vacuum densities are suppressed in both cases. An important feature that distinguishes the VEVs of the charge and current densities from those for the energy-momentum tensor is their finiteness on the boundaries. On the outer edge the current density is equal to the charge density whereas on the inner edge they have opposite signs. For a fixed values of the other parameters, both the charge and current densities decrease by the modulus with decreasing outer radius.

The boundary condition (1.2) we have considered contains no additional parameters and is a special case in a general class of boundary conditions for the Dirac equation confining the fermionic field in a finite volume. It is the most popular boundary condition in the investigations of the fermionic Casimir effect for various types of the bulk and boundary geometries. On the base of the analysis given above we can consider another boundary condition that differs from (1.2) by the sign of the term containing the normal to the boundary. The corresponding expressions for the VEVs of the charge and current densities are obtained from those in sections 1.3 and 1.4 by making the replacement (1.140) for $n_u$ defined by Eq. (1.3). All the final formulas (for instance, Eqs. (1.57), (1.127)) remain the same with the only difference in the definition of the notation (1.59), where now $n_u$ should be replaced by $-n_u$. Equivalently, the results for the field with a given $s$ and with the modified boundary condition are obtained from the corresponding expressions for the field with $-s$ and obeying the condition (1.2) replacing $f_{np}^{(u)}(z)$.
by its complex conjugate, \( f^{(u)\ast}_{mp}(z) \). With the modified boundary condition, the current density is equal to the charge density on the inner edge and has the opposite sign on the outer edge.

The charge and current densities in parity and time-reversal models are obtained combining the results for the separate cases with \( s = 1 \) and \( s = -1 \). These models can be formulated in terms of four-component spinors constructed from the 2-component spinors realizing the two different irreducible representations. Assuming that both these spinors obey the boundary condition (1.2) and have the same mass, the resulting charge density vanishes, whereas the current density is obtained from the expressions given in section 1.4 with the additional factor 2. For the graphene circular rings, an additional factor 2 comes from the degree of freedom, related to spin.
Chapter 2: FERMIONIC CONDENSATE AND THE CASIMIR EFFECT IN A CONICAL DEFECT SPACETIME

The chapter is devoted to the investigation of combined effects of nontrivial topology, induced by a conical defect, and boundaries on the fermionic condensate and the VEV of the energy-momentum tensor for a massive fermionic field. As geometry of boundaries we consider two plates perpendicular to the axis of the defect on which the field is constrained by the MIT bag boundary condition. By using the Abel-Plana type summation formula, the VEVs in the region between the plates are decomposed into the boundary-free and boundary-induced contributions for general case of the planar angle deficit. The boundary-induced parts in both the fermionic condensate and the energy-momentum tensor vanish on the defect. Fermionic condensate is positive near the defect and negative at large distances, whereas the vacuum energy density is negative everywhere. The radial stress is equal to the energy density. For a massless field, the boundary-induced contribution in the VEV of the energy-momentum tensor is different from zero in the region between the plates only and it does not depend on the coordinate along the string axis. In the region between the plates and at large distances from the defect, the decay of the topological part is exponential for both massive and massless fields. This behavior is in contrast to that for the VEV of the energy-momentum tensor in the boundary-free geometry with the power law decay for a massless field. The vacuum pressure on the plates is inhomogeneous and vanishes at the location of the defect. The corresponding Casimir forces are attractive.
2.1 Geometry of the problem and the mode functions

We start with the description of the bulk and boundary geometries for the present problem. The background geometry is generated by an infinitely long straight string-like conical defects along the $z$ axis. In the cylindrical coordinates $x^\mu = (t, r, \phi, z)$ the corresponding metric tensor reads $g_{\mu\nu} = \text{diag}(1, -1, -r^2, -1)$. For the line element one has

$$ds^2 = dt^2 - dr^2 - r^2 d\phi^2 - dz^2.$$ (2.1)

The difference from the Minkowskian spacetime comes from the planar angle deficit $2\pi - \phi_0$ for the azimuthal angle $\phi$, $0 \leq \phi \leq \phi_0$. In the discussion below we will also use the parameter $q = 2\pi/\phi_0$. Among the examples of the condensed matter realization of the geometry in (2+1)-dimensional context (in (2.1) the part with the coordinate $z$ is absent) are graphitic cones. They are obtained from the graphene sheet if one or more sectors are removed. The opening angle of the cone is related to the number of sectors removed, $N_c$, by the formula $2\pi(1 - N_c/6)$, where $N_c = 1, 2, ..., 5$ (for the electronic properties of graphitic cones see, e.g., [153]-[159]). All these angles have been observed in experiments [158, 159].

For points outside the defect’s core, the local geometry generated by a conical defect is flat and it coincides with that for the Minkowski spacetime. However, these two spacetimes differ in their global properties. The nontrivial topology coming from the conical defect induces shifts in the VEVs of physical observables for quantum fields. Here we are interested in the influence of topology on the Casimir effect for a quantum fermionic field $\psi(x)$ in the geometry of two parallel plates perpendicular to the defect axis. The field operator obeys the Dirac equation

$$(i\gamma^\mu \nabla_\mu - m)\psi(x) = 0,$$ (2.2)

with the covariant derivative $\nabla_\mu = \partial_\mu + \Gamma_\mu$ and with $\Gamma_\mu$ being the spin connection. In cylindrical coordinates with a planar angle deficit, for the Dirac $4 \times 4$ matrices $\gamma^\mu$ we will take the representation

$$\gamma^0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \gamma^l = \begin{pmatrix} 0 & \beta^l \\ -\beta^l & 0 \end{pmatrix},$$ (2.3)

where $\beta^l, l = 1, 2, 3$, are the Pauli matrices in the same coordinates. The latter are presented
as

\[ \beta^l = (i/r)^{l-1} \begin{pmatrix} 0 & (-1)^{l-1} e^{-i\eta \phi} \\ e^{i\eta \phi} & 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \]

with \( l = 1, 2 \).

We assume the presence of two boundaries located at \( z = 0 \) and \( z = a \) on which the field operator is constrained by the MIT bag boundary conditions:

\[(1 + i n_{\mu} \gamma^\mu) \psi(x) = 0, \quad z = 0, a, \]

where \( n_{\mu} \) is the outward-pointing normal to the boundary with respect to the region under consideration. In the discussion below we will consider the region \( 0 \leq z \leq a \) with \( n_{\mu} = -\delta_{\mu 1} \) and \( n_{\mu} = \delta_{\mu 1} \) for the boundaries at \( z = 0 \) and \( z = a \) respectively. In the regions \( z \leq 0 \) and \( z \geq a \), the VEVs are obtained by the limiting transitions and they are the same as in the corresponding problem with a single boundary, discussed in [160]. Note that the boundaries \( z = 0, a \) are two-dimensional cones with the angle deficit \( 2\pi - \phi_0 \). The models with boundary conditions induced by the compactification of the conical defect along its axis have been considered in [161, 162].

We are interested in the investigation of the combined effects of topology and boundaries on the fermion condensate and on the VEV of the energy-momentum tensor. These quantities are expressed in the form of the sums over complete set of fermionic modes obeying the boundary conditions (2.5). Therefore, our first step will be the determination of the complete set of the fermionic wavefunctions in the region between the boundaries. In [160] it has been shown that, in the geometry of a single plate at \( z = 0 \), the positive-energy mode functions obeying the boundary condition (2.5) on that plate are presented as

\[ \psi^{(+)}_{\sigma} = C^{(+)}_{\sigma} e^{i(q_j \phi - \omega t)} \begin{pmatrix} f_+(z) J_\beta(\lambda r) e^{-i\eta \phi/2} \\ \frac{i \epsilon_j}{k} g_+(z) J_{\beta+\epsilon_j}(\lambda r) e^{i\eta \phi/2} \\ \frac{1}{k} g_-(z) J_\beta(\lambda r) e^{-i\eta \phi/2} \\ -i \epsilon_j \frac{k}{f_-(z)} J_{\beta+\epsilon_j}(\lambda r) e^{i\eta \phi/2} \end{pmatrix}, \]

where \( J_\beta(x) \) is the Bessel function, \( 0 \leq \lambda < 0 \), \( \epsilon_j = 1 \) for \( j \geq 0 \) and \( \epsilon_j = -1 \) for \( j < 0 \) with \( j = \pm 1/2, \pm 3/2, \ldots \), and

\[ \beta = q|j| - \epsilon_j/2, \quad \omega = \sqrt{\lambda^2 + k^2 + m^2}. \]
In (2.6) we have defined the functions

\[ f_\pm(z) = e^{ikz} \pm i\kappa_s e^{-ikz}, \]

\[ g_\pm(z) = (\omega \pm m) f_\pm(z) + s\lambda f_\mp(z), \]

with \( k > 0 \) and

\[ \kappa_s = \frac{\omega + s\lambda}{k - im}, \quad s = -1, 1. \]  

(2.9)

In (2.6), \( \sigma \) stands for the set of quantum numbers specifying the mode functions (see below).

Now we should impose on the modes (2.6) the boundary condition (2.5) at \( z = a \). For the bispinor \( \psi = (\varphi_1, \varphi_2, \chi_1, \chi_2) \) one has

\[ (1 + i\gamma^1) \psi = \begin{pmatrix} \varphi_1 + i\chi_1 \\ \varphi_2 - i\chi_2 \\ \chi_1 - i\varphi_1 \\ \chi_2 + i\varphi_2 \end{pmatrix} = 0. \]  

(2.10)

From here we get two separate equations for the components

\[ \varphi_1 + i\chi_1 = 0, \quad \varphi_2 - i\chi_2 = 0. \]  

(2.11)

For the bispinor (2.6) these equations are reduced to

\[ -\frac{1}{k} g_-(a) J_\beta(\lambda r) e^{-i\phi/2} + if_+(a) J_\beta(\lambda r) e^{i\phi/2} = 0, \]

\[ i\epsilon_j s f_-(a) J_{\beta+\epsilon_j}(\lambda r) e^{i\phi/2} + \epsilon_j s k g_+(a) J_{\beta+\epsilon_j}(\lambda r) e^{i\phi/2} = 0, \]  

(2.12)

or, after the further simplification,

\[ f_+(a) + \frac{i}{k} g_-(a) = 0, \]

\[ f_-(a) - \frac{i}{k} g_+(a) = 0. \]  

(2.13)

By taking into account the expressions for the functions \( f_\pm \) and \( g_\pm \), these equations are reduced to a single equation with respect to the quantum number \( k \):

\[ e^{2ika} = \frac{m - ik}{m + ik}. \]  

(2.14)

This equation can also be alternatively written as

\[ ma \sin(ka) + ka \cos(ka) = 0. \]  

(2.15)
This equation has an infinite number of positive solutions with respect to \( k \). We will denote them by \( x_n = ka, \ n = 1, 2, \ldots, \ x_{n+1} > x_n \). For the eigenvalues of \( k \) one has \( k = k_n = x_n/a \).

For the negative-energy mode functions, in a similar way, one has the expression

\[
\psi^{(-)}_\sigma = C^{(-)}_\sigma e^{i(qj\phi + \omega t)} \left( \begin{array}{c} -\frac{1}{k}g_-(z)J_\beta(\lambda r)e^{-iq\phi/2} \\ i\epsilon_jsf_-(z)J_{\beta+\epsilon_j}(\lambda r)e^{iq\phi/2} \\ f_+(z)J_\beta(\lambda r)e^{-iq\phi/2} \\ i\epsilon_jg_+(z)J_{\beta+\epsilon_j}(\lambda r)e^{iq\phi/2} \end{array} \right),
\]

with the same notations as in (2.6) and with the same equation (2.15) for the eigenvalues of \( ka \). It can be explicitly checked that the positive- and negative-energy modes (2.6) and (2.16) are orthogonal. The four-spinors \( \psi^{(\pm)}_\sigma \) are eigenfunctions of the projection of the total angular momentum along the conical defect:

\[
\hat{J}_3 \psi^{(\pm)}_\sigma = \left( -i\partial_\phi + i\frac{q}{2}r\gamma_1\gamma_2 \right) \psi^{(\pm)}_\sigma = qj\psi^{(\pm)}_\sigma.
\]

Now, the set of quantum numbers for the modes are specified by \( \sigma = (\lambda, j, n, s) \).

The coefficients \( C^{(\pm)}_\sigma \) in (2.6) and (2.16) are found from the orthonormality conditions

\[
\int d^3x \sqrt{|g|} \psi^{(\pm)}_\sigma^\dagger \psi^{(\pm)}_\sigma' = \delta(\lambda - \lambda')\delta_{nn'}\delta_{jj'}\delta_{ss'},
\]

By taking into account that

\[
\int_0^\infty drrJ_\beta(\lambda r)J_\beta(\lambda'r) = \frac{1}{\lambda}\delta(\lambda - \lambda'),
\]

we find

\[
|C^{(1)}_{\chi_1}|^{-2} = \frac{\phi_0}{\lambda} \int_0^a \left[ dz f_+(z)f^*_+(z) + \frac{1}{k^2}g_-(z)g^*_-(z) \\
+ f_-(z)f^*_-(z) + \frac{1}{k^2}g_+(z)g^*_+(z) \right].
\]

For the product of the functions \( g_{\pm}(z) \) one has

\[
g_+(z)g^*_+(z) + g_-(z)g^*_-(z) = \left[ (\omega + m)^2 + \lambda^2 \right] f_+(z)f^*_+(z) + \left[ (\omega - m)^2 + \lambda^2 \right] f_-(z)f^*_-(z) \\
+ 2s\lambda\omega \left[ f_+(z)f^*_-(z) + f_-(z)f^*_+(z) \right].
\]
For the products of the functions \( f_\pm(z) \) we find
\[
\begin{align*}
   f_+(z) f_+^*(z) + f_-(z) f_-^*(z) &= 2 \left( 1 - \kappa \kappa^*_s \right), \\
   f_+(z) f_+^*(z) - f_-(z) f_-^*(z) &= 2 \left( 1 + \kappa \kappa^*_s \right), \\
   f_+(z) f_+^*(z) - f_-(z) f_-^*(z) &= 2i \left( -\kappa^*_s e^{2ikz} + \kappa_s e^{-2ikz} \right). 
\end{align*}
\]
(2.22)
And therefore one can write
\[
\begin{align*}
   f_+(z) f_+^*(z) + \frac{1}{k^2} g_-(z) g_-^*(z) + f_-(z) f_-^*(z) + \frac{1}{k^2} g_+(z) g_+^*(z) \\
   &= \frac{4\omega}{k^2} \left[ \omega (1 + \kappa \kappa^*_s) + s\lambda (1 - \kappa \kappa^*_s) - im\kappa^*_s e^{2ikz} + im\kappa_s e^{-2ikz} \right]. 
\end{align*}
\]
(2.23)
Inserting this into the expression for the normalization integral one gets
\[
\begin{align*}
   \int_0^a dz \left[ f_+(z) f_+^*(z) + \frac{1}{k^2} g_-(z) g_-^*(z) + f_-(z) f_-^*(z) + \frac{1}{k^2} g_+(z) g_+^*(z) \right] \\
   &= \frac{8\omega (\omega + s\lambda) a}{k^2} \left[ 1 + \frac{m}{a (k^2 + m^2)} \right] \\
   &= \frac{8\omega (\omega + s\lambda) a}{k^2} \left[ 1 - \frac{\sin(2ka)}{2ka} \right]. 
\end{align*}
\]
(2.24)
At the last step we have used the equation for the eigenvalues of \( k \). Hence, for the normalization coefficient we find
\[
\left| C^{(\pm)}_\sigma \right|^2 = \frac{\phi_0}{\lambda} \frac{8\omega (\omega + s\lambda) a}{k^2} \left[ 1 - \frac{\sin(2ka)}{2ka} \right], 
\]
(2.25)
with \( k = x_n/a \).

2.2 Fermionic condensate

We start our investigation of the VEVs by the fermion condensate, defined as the expectation value \( \langle 0 | \bar{\psi} \psi | 0 \rangle \equiv \langle \bar{\psi} \psi \rangle \), with \( | 0 \rangle \) being the vacuum state and \( \bar{\psi} = \psi^\dagger \gamma^0 \) is the Dirac adjoint. The fermionic condensate is among the most important quantities that characterize the properties of the quantum vacuum. It carries important information about both the local and global properties of the background geometry. In particular, the fermionic condensate plays an important role in the models of dynamical breaking of chiral symmetry.

Having the complete set of mode functions, the fermion condensate is evaluated by the mode sum
\[
\langle \bar{\psi} \psi \rangle = \sum_{n=\pm 1} \sum_{j=\pm 1/2, \ldots} \sum_{n=\pm 1} \int_0^\infty d\lambda \bar{\psi}^{(-)}_\sigma \psi^{(-)}_\sigma. 
\]
(2.26)
The expression in the right-hand side is divergent. We assume that some regularization scheme is used to make the expression in the right-hand side finite (for example, a cutoff function is introduced or the arguments of the operators in the product are shifted). The choice of the specific scheme is not essential in the further discussion and we will not display it explicitly.

By taking into account that expression for the negative-energy fermionic modes, the product appearing in (2.26) is presented in the form

$$
\psi(\gamma) \gamma^0 \psi(\gamma) = \frac{1}{k^2} \left| C(\gamma)^{11} \right|^2 \left\{ \left[ |g_-(z)|^2 - k^2 |f_+ (z)|^2 \right] J^2_\beta (\lambda r) \right. \\
+ \left[ k^2 |f_- (z)|^2 - |g_+ (z)|^2 \right] J^2_\beta (\lambda r) \right\}.
$$

(2.27)

Let us consider the functions $|g_\pm (z)|^2$, $|f_\pm (z)|^2$ and $f_+^* (z) f_+(z)$ separately. By taking the expressions given above one gets

$$
|g_\pm (z)|^2 = [(\omega \pm m) f_\pm^* (z) + s\lambda f_\pm^* (z)] [(\omega \pm m) f_\pm (z) + s\lambda f_\pm^* (z)]
= (\omega \pm m)^2 |f_\pm (z)|^2 + s\lambda (\omega \pm m) [f_\pm^* (z) f_\mp (z) + f_\mp^* (z) f_\pm (z)] + \lambda^2 |f_\mp (z)|^2,
$$

(2.28)

and for the others we find

$$
|f_\pm (z)|^2 = \left[ e^{-ikz} \mp i\kappa_+ e^{ikz} \right] \left[ e^{ikz} \pm i\kappa_+ e^{-ikz} \right] \left( \kappa_+ e^{-2ikz} - \kappa_+^* e^{2ikz} \right)
= 1 + \kappa_+^* \kappa_+ \mp i \left( \kappa_+ e^{-2ikz} - \kappa_+^* e^{2ikz} \right),
$$

(2.29)

$$
f_\pm^* (z) f_\mp (z) = \left[ e^{-ikz} \mp i\kappa_+ e^{ikz} \right] \left[ e^{ikz} \mp i\kappa_+ e^{-ikz} \right] \left( \kappa_+ e^{-2ikz} - \kappa_+^* e^{2ikz} \right)
= 1 - \kappa_+^* \kappa_+ \mp i \kappa_+ e^{-2ikz} \mp i \kappa_+^* e^{2ikz}.
$$

(2.30)

From the last relation it follows that

$$
f_\pm^* (z) f_\mp (z) + f_\mp^* (z) f_\pm (z) = 2 (1 - \kappa_+^* \kappa_+).
$$

(2.31)

Putting all these together

$$
|g_\pm (z)|^2 = \left[ (\omega \pm m)^2 + \lambda^2 \right] (1 + \kappa_+^* \kappa_+) \pm i \left[ (\omega \pm m)^2 - \lambda^2 \right] \left( \kappa_+ e^{-2ikz} - \kappa_+^* e^{2ikz} \right)
+ 2s\lambda (\omega \pm m) (1 - \kappa_+^* \kappa_+),
$$

(2.32)

which can be further simplified by taking into account that

$$
\kappa_+^* \kappa_+ = \frac{\omega + s\lambda}{\omega - s\lambda},
$$

(2.33)
and
\[ \kappa_s e^{-2ikz} - \kappa^*_s e^{2ikz} = \frac{1}{\omega - s\lambda} \left[ (k + im) e^{-2ikz} - (k - im) e^{2ikz} \right]. \] (2.34)

On the base of these relations one finds
\[ |g_\pm(z)|^2 - k^2 |f_\pm(z)|^2 = \pm 2 \frac{\omega^2 - \lambda^2 \pm m\omega}{\omega - s\lambda} \left[ 2m + i \left( (k + im) e^{-2ikz} - (k - im) e^{2ikz} \right) \right]. \] (2.35)

Inserting this into the expression (2.27) we get
\[ \psi^{(-)}_\sigma + \gamma^0 \psi^{(-)}_\sigma = - \frac{2}{k^2} \left| \frac{C^{(1)}}{\chi^1} \right|^2 \left[ 2m + i \left( (k + im) e^{-2ikz} - (k - im) e^{2ikz} \right) \right] \times \left\{ \frac{\omega^2 - \lambda^2}{\omega - s\lambda} \left[ J^2_{\beta+\epsilon_j}(\lambda r) + J^2_\beta(\lambda r) \right] + \frac{m\omega}{\omega - s\lambda} \left[ J^2_{\beta+\epsilon_j}(\lambda r) - J^2_\beta(\lambda r) \right] \right\}. \] (2.36)

By taking into account that
\[ \sum_{j=\pm 1/2,...} J^2_{\beta}(\lambda r) = \sum_{j=\pm 1/2,...} J^2_{\beta+\epsilon_j}(\lambda r) = \sum_j \left[ J^2_{qj-1/2}(\lambda r) + J^2_{qj+1/2}(\lambda r) \right], \] (2.37)

we can write for the condensate
\[ \langle 0 | \bar{\psi} \psi | 0 \rangle = \]
\[ = - \frac{1}{\phi_0 a} \sum_j \int_0^\infty d\lambda \sum_{n=1}^\infty \frac{\lambda \left[ J^2_{qj-1/2}(\lambda r) + J^2_{qj+1/2}(\lambda r) \right]}{\omega \left[ 1 - \sin(2ka)/2ka \right]} \times \left[ 2m + i \left( (k + im) e^{-2ikz} - (k - im) e^{2ikz} \right) \right], \] (2.38)

or
\[ \langle \bar{\psi} \psi \rangle = \frac{qm}{2\pi a} \sum_j \int_0^\infty d\lambda \sum_{n=1}^\infty \frac{J^2_{qj-1/2}(\lambda r) + J^2_{qj+1/2}(\lambda r)}{\omega \left[ 1 - \sin(2x_n)/(2x_n) \right]} h(k_n, z). \] (2.39)

Here, \( \omega = \sqrt{k_n^2 + \lambda^2 + m^2} \),
\[ h(k, z) = 2 - \sum_{\eta=\pm 1} \left( 1 + \eta \frac{k}{m} \right) e^{2\eta k z}, \] (2.40)

and \( \sum_j \) stands for the summation over \( j = 1/2, 3/2, \cdots \).

By using the integral representation
\[ \omega = \frac{2}{\sqrt{\pi}} \int_0^\infty ds \, e^{-\omega^2 s^2}, \] (2.41)

the integral over \( \lambda \) in (2.39) is evaluated with the help of the formula [127]
\[ \int_0^\infty d\lambda \lambda \, J^2_{qj \pm 1/2}(\lambda r) e^{-\lambda^2 s^2} = \frac{I_{qj \pm 1/2}(r^2/2s^2)}{2s^2 e^{r^2/2s^2}}, \] (2.42)
where $I_\nu(x)$ is the modified Bessel function. As a result, the fermionic condensate is presented in the form

$$
\langle \bar{\psi}\psi \rangle = -\frac{qm}{(2\pi)^{3/2}ar} \sum_{n=1}^{\infty} \frac{h(x_n/a, z)}{1 - \sin(2x_n)/(2x_n)} \int_{0}^{\infty} dy \, y^{-1/2} e^{-(x_n^2/a^2 + m^2)y^2/2y} I(q, y),
$$

(2.43)

with the notation

$$
I(q, y) = \sum_{j} \left[ I_{qj-1/2}(y) + I_{qj+1/2}(y) \right].
$$

(2.44)

As the next step in the evaluation of the fermionic condensate, for the series (2.44) we use the representation [109]-[115], [128]

$$
I(q, x) = \frac{2}{\pi} \sum_{l=0}^{p} (-1)^l \cos \left( \frac{\pi l}{q} \right) e^{x \cos(2\pi l/q)}
+ \frac{2}{\pi} \cos \left( \frac{q\pi}{2} \right) \int_{0}^{\infty} du \, \frac{\sinh \left( qu/2 \right) \sinh \left( u/2 \right)}{\cosh(qu) - \cos(q\pi)} e^{-x \cosh u},
$$

(2.45)

where $p$ is the integer part of $q/2$, $p = \lfloor q/2 \rfloor$. In (2.45), the prime on the sign of the sum means that the term $l = 0$ and the term $l = p$ for even values of $q$ should be taken with the coefficients 1/2. In the absence of the conical defect one has $q = 1$ and we get $I(1, y) = e^y$. From here it follows that the contribution of the term $l = 0$ in (2.45) to $\langle \bar{\psi}\psi \rangle$ coincides with the fermionic condensate in the region between two plates in the Minkowski spacetime. Substituting (2.45) into (2.43), the integral over $y$ is explicitly evaluated and one finds the following representation

$$
\langle \bar{\psi}\psi \rangle = -\frac{m}{2\pi ar} \sum_{n=1}^{\infty} \frac{h(x_n/a, z)}{1 - \sin(2x_n)/(2x_n)} \left[ \sum_{l=0}^{p} (-1)^l \frac{c_l}{s_l} e^{-2r \sqrt{k_n^2 + m^2}} \right]
+ \frac{2q}{\pi} \int_{0}^{\infty} dx \, \frac{\cos \left( q\pi/2 \right) \sinh \left( qx \right) \sinh x}{\cosh(2qx) - \cos(q\pi)} e^{-2r \sqrt{k_n^2 + m^2} \cosh x},
$$

(2.46)

with the notations

$$
s_l = \sin(\pi l/q), \quad c_l = \cos \left( \pi l/q \right).
$$

(2.47)

For the general case of a massive field, the eigenvalues $k_n$ in (2.46) are given implicitly, as roots of (2.15), and this form for the fermionic condensate is not convenient for the further investigation of its properties. For the summation over these eigenvalues we use the formula

$$
\sum_{n=1}^{\infty} \frac{\pi f(x_n)}{1 - \sin(2x_n)/(2x_n)} = -\frac{m af(0)}{2(ma + 1)} + \int_{0}^{\infty} dx \, f(x) - i \int_{0}^{\infty} dx \, \frac{f(ix) - f(-ix)}{x - ma} e^{2x} + 1,
$$

(2.48)
that is a consequence of the generalized Abel-Plana summation formula \([163]\). For the series in (2.46) the corresponding function is given by the expression

\[
f(x) = h(x/a, z)e^{-2br\sqrt{x^2/a^2+m^2}}.
\]  

(2.49)

For this function \(f(0) = 0\) and the first term in the right-hand side of (2.48) is absent. The first integral in (2.48) is evaluated by making use of the formula

\[
\int_{m}^{\infty} dx \sin(2y\sqrt{x^2-m^2})e^{-2zx} = 2ym^2f_1(2m\sqrt{z^2+y^2}),
\]  

(2.50)

with the notation

\[
f(\nu)(x) = \frac{K_\nu(x)}{x^\nu},
\]  

(2.51)

and the relation

\[
\int_{0}^{\infty} dx \sum_{\eta=\pm 1} (m + \eta ix) e^{2\eta ixx} e^{-2y\sqrt{x^2+m^2}} = (2m + \partial_z) \int_{m}^{\infty} dx \sin(2y\sqrt{x^2-m^2})e^{-2zx}.
\]  

(2.52)

In deriving (2.52) we have rotated the integration contour of the left-hand side in the complex \(x\)-plane by the angle \(\pi/2\) for \(\eta = 1\) and by \(-\pi/2\) for \(\eta = -1\). As a result one finds the representation

\[
\frac{\pi}{a} \sum_{n=1}^{\infty} \frac{h(x_n/a, z)e^{-2y\sqrt{x_n^2/a^2+m^2}}}{1 - \sin(2x_n)/(2x_n)} = 4m^2y \left[f_1(2my) - F(2mz, 2my)\right] - \frac{y}{m} B(z, y),
\]  

(2.53)

where we have defined the functions

\[
F(x, y) = f_1(\sqrt{x^2+y^2}) - xf_2(\sqrt{x^2+y^2}),
\]  

(2.54)

and

\[
B(z, y) = \frac{2}{y} \int_{m}^{\infty} dx \frac{\sin(2y\sqrt{x^2-m^2})}{x^2+m e^{2ax}+1} \left[2m - \sum_{\eta=\pm 1} (m + \eta x)e^{2\eta ixx}\right].
\]  

(2.55)

Here, the relation \(f_{\nu}'(x) = -xf_{\nu+1}(x)\) is used for the function (2.51).

Substituting (2.53) into (2.46), the fermionic condensate is decomposed into three contributions. The first one comes from the term with \(f_1(2my)\) in (2.53). This contribution does not depend on \(z\) and on \(a\) and corresponds to the fermionic condensate in the boundary-free conical defect spacetime. For points away from the boundaries, the only divergence in the fermionic condensate is contained in the \(l = 0\) term of this contribution. The latter coincides with the
fermionic condensate in boundary-free Minkowski spacetime. The renormalization is reduced to omitting this term. As a result, the renormalized fermionic condensate in the boundary-free conical defect geometry is presented as

\[
\langle \bar{\psi} \psi \rangle_s = -\frac{2m^3}{\pi^2} \left[ \sum_{l=1}^{P} (-1)^l c_l f_1(2mr s_l) + \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \right] \]

\[\times \int_0^{\infty} dx \frac{\sinh(qx) \sinh(x) f_1(2mr \cosh x)}{\cosh(2qx) - \cos(q\pi)} \]

This expression has been previously derived in [160] (for the generalization in the geometry of conical defect with a magnetic flux see [164]). For a massless field the boundary-free part (2.56) vanishes, \( \langle \bar{\psi} \psi \rangle_s = 0 \). For massive fields, the condensate \( \langle \bar{\psi} \psi \rangle_s \) is positive everywhere. It diverges on the string as \( 1/r^2 \) and is exponentially suppressed at large distances, \( mr \gg 1 \).

The contribution of the term with \( F(2mz, 2my) \) in (2.53) to the fermionic condensate does not depend on \( a \) whereas the contribution of the last term in the right-hand side of (2.53) vanishes in the limit \( a \to \infty \). From here it follows that the part

\[
\langle \bar{\psi} \psi \rangle_{b}^{(1)} = \frac{2m^3}{\pi^2} \left[ \sum_{l=0}^{P} (-1)^l c_l F(2mz, 2mr s_l) + \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \right] \]

\[\times \int_0^{\infty} dx \frac{\cos(q\pi/2) \sinh(qx) \sinh x}{\cosh(2qx) - \cos(q\pi)} F(2mz, 2mr \cosh x) \]

is induced by the presence of the boundary at \( z = 0 \) when the second boundary is absent. Hence, in the geometry of a single boundary at \( z = 0 \) the renormalized fermionic condensate is decomposed as

\[
\langle \bar{\psi} \psi \rangle = \langle \bar{\psi} \psi \rangle_s + \langle \bar{\psi} \psi \rangle_{b}^{(1)}. \]

This result, with (2.56) and (2.57), coincides with that obtained in [160]. Hence, in the region between two boundaries the fermionic condensate is written in the form

\[
\langle \bar{\psi} \psi \rangle = \langle \bar{\psi} \psi \rangle_{s}^{(1)} + \frac{1}{2\pi^2} \left[ \sum_{l=0}^{P} (-1)^l c_l B(z, r s_l) \right]

\[+ \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \int_0^{\infty} dx \frac{\sinh(qx) \sinh(x) B(z, r \cosh x)}{\cosh(2qx) - \cos(q\pi)} \]

where the last term is induced by the presence of the second boundary at \( z = a \).

By taking into account that

\[
F(2mz, 2my) = -\frac{m^{-3}}{2y} \int_{m}^{\infty} dx \frac{x - m}{e^{2x}} \sin(2y\sqrt{x^2 - m^2}), \]

(2.60)
and combining the single plate-induced part $\langle \bar{\psi} \psi \rangle^{(1)}_b$ with the last term in (2.59), we find the decomposition

$$\langle \bar{\psi} \psi \rangle = \langle \bar{\psi} \psi \rangle_s + \langle \bar{\psi} \psi \rangle_b.$$  \hspace{1cm} (2.61)

Here, the boundary-induced contribution to the fermionic condensate in the region between the plates is given by

$$\langle \bar{\psi} \psi \rangle_b = \frac{1}{2\pi^2} \left[ \sum_{l=0}^{p} (-1)^l c_l C(z, rs_l) + \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \right] \times \int_0^\infty dx \frac{\sinh (qx) \sinh(x) C(z, r \cosh x)}{\cosh(2qx) - \cos(q\pi)},$$ \hspace{1cm} (2.62)

with the function

$$C(z, y) = \frac{2}{y} \int_0^\infty dx \frac{\sin((2y\sqrt{x^2 - m^2})}{\frac{x+m}{p}e^{2ax} + 1} \left[ 2m - (m + x) e^{2zx} + e^{2(a-z)x} \right].$$ \hspace{1cm} (2.63)

Taking the limit $a \to \infty$, $z \to \infty$, with fixed $a - z$, and making use of the relation (2.60), one can see that from the second term in the right-hand side of (2.59) the boundary-induced part is obtained for a single plate at $z = a$. The latter is given by the expression (2.57) with the replacement $z \to a - z$.

For a massless field, $m = 0$, the function (2.63) can be presented in the form

$$C(z, y) = \frac{1}{y} \partial_z \left[ -\frac{1}{a} \int_0^\infty du \frac{\sin(uy/a)}{e^u + 1} \cosh(uz/a) + \frac{1}{2} \int_0^\infty dx \sin(xy)e^{-zx} \right].$$ \hspace{1cm} (2.64)

For the integrals in this expression one has

$$\int_0^\infty du \frac{\sin(uy/a)}{e^u + 1} \cosh(uz/a) = \frac{ay}{2(z^2 + y^2)} - \frac{\pi \sinh(\pi y/a) \cos(\pi z/a)}{\cosh(2\pi y/a) - \cos(2\pi z/a)},$$ \hspace{1cm} (2.65)

and

$$\int_0^\infty dx \sin(xy)e^{-zx} = \frac{y}{y^2 + z^2}. $$ \hspace{1cm} (2.66)

Combining these results for a massless field one gets

$$C(z, y) = \frac{\pi}{ay} \partial_z \frac{\sinh(\pi y/a) \cos(\pi z/a)}{\cosh(2\pi y/a) - \cos(2\pi z/a)}. $$ \hspace{1cm} (2.67)

In this special case the boundary-free part vanishes and for the single plate contribution one has (see [160])

$$\langle \bar{\psi} \psi \rangle^{(1)}_b = -\frac{q}{4\pi^2} \frac{u^q}{u^{2q} - 1} \left( 1 + \frac{qz}{\sqrt{r^2 + z^2} u^{2q} - 1} \right),$$ \hspace{1cm} (2.68)
with the notation \( u = z/r + \sqrt{1 + z^2/r^2} \).

For \( q = 1 \), in (2.62) the \( l = 0 \) term survives only and we get the corresponding result for two parallel plates in Minkowski bulk:

\[
\langle \bar{\psi} \psi \rangle_M = \frac{1}{\pi^2} \int_m^{\infty} dx \frac{\sqrt{x^2 - m^2}}{x^2 + m^2} \left[ 2m - (m + x) \left( e^{2zx} + e^{2(a-z)x} \right) \right].
\] (2.69)

In this case the fermionic condensate is negative. The remaining part in (2.62) is induced by the presence of the conical defect. In particular, for a massless field the Minkowskian part is simplified to

\[
\langle \bar{\psi} \psi \rangle_M = -\frac{2 - \sin^2(\pi z/a)}{8a^3 \sin^3(\pi z/a)}.
\] (2.70)

For points near the plate \( z = 0 \), to the leading order, we get

\[
\langle \bar{\psi} \psi \rangle_M \approx -\frac{1}{4\pi^2 z^3}.
\] (2.71)

This expression gives the leading term in the asymptotic expansion for the fermionic condensate near the plate for massive fields as well. Moreover, to the leading order and under the condition \( z \ll r \), the expression in the right-hand side of (2.71) gives the asymptotic in the presence of the conical defect: \( \langle \bar{\psi} \psi \rangle \approx -1/(4\pi^2 z^3) \). The generalization of (2.69) for arbitrary number of spatial dimensions is given in [165]. The fermionic condensate for the geometry of two parallel plates on AdS bulk has been investigated in [166].

For points outside the plates, \( z \neq 0, a \), the boundary-induced contribution (2.62) is finite on the defect. By taking into account that \( \lim_{y \to 0} C(z,y) = 4\pi^2 \langle \bar{\psi} \psi \rangle_M \), we obtain

\[
\langle \bar{\psi} \psi \rangle_{b,r=0} = 2 \langle \bar{\psi} \psi \rangle_M \left[ \sum_{l=0}^{p} (-1)^l c_l + \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \int_0^{\infty} dx \frac{\sinh(qx) \sinh x}{\cosh(2qx) - \cos(q\pi)} \right].
\] (2.72)

The expression in the square brackets vanishes and, hence, the boundary-induced part in the fermionic condensate vanishes on the string. From here it follows that for points near the string and for a massive field the total fermionic condensate is dominated by the boundary-free contribution and is positive.

Now let us consider the asymptotic behavior of the fermionic condensate at large distances from the defect, \( r \gg a, m^{-1} \). Here we need the asymptotic of the function \( C(z,y) \) for large values of the second argument. It is obtained by taking into account that for large \( y \) the
dominant contribution to the integral in (2.63) comes from the region near the lower limit of the integration and we can write

\[ C(z, y) \approx - \frac{2m^2}{y} \left[ e^{2zm} + e^{2(a-z)m} - 1 \right] \int_1^\infty du \sin(2ym\sqrt{u^2 - 1}) (u - 1) e^{-2amu}. \] (2.73)

The integral is expressed in terms of the Macdonald functions \( K_{1,2}(2m\sqrt{a^2 + y^2}) \). By using the corresponding asymptotic expression for large arguments, we can see that

\[ C(z, y) \approx \sqrt{\pi}m^3 \left[ e^{2zm} + e^{2(a-z)m} - 1 \right] \frac{e^{-2my}}{(my)^{3/2}}. \] (2.74)

for \( y \gg a, m^{-1} \). At large distances, the leading contribution in the boundary-induced part of the fermionic condensate comes from the term \( l = 0 \) which coincides with \( \langle \bar{\psi}\psi \rangle_M \). For \( q > 2 \), the next to the leading term comes from the term \( l = 1 \) in (2.62). Adding the asymptotic for the boundary-free contribution one gets

\[ \langle \bar{\psi}\psi \rangle \approx \langle \bar{\psi}\psi \rangle_M - \left[ e^{2zm} + e^{2(a-z)m} - 2 \right] \frac{m^3 \cos(\pi/q) e^{-2mr\sin(\pi/q)} }{2(\pi mr \sin(\pi/q))^{3/2}}. \] (2.75)

The topological part, given by the second term in the right-hand side, is negative. For a massless field the asymptotic expression is directly obtained by using (2.67):

\[ \langle \bar{\psi}\psi \rangle \approx \langle \bar{\psi}\psi \rangle_M - \frac{\cot(\pi/q) \sin(\pi z / a)}{2\pi a^2 r e^{\pi r / a}}. \] (2.76)

Note that in this case the topological part is positive. For \( q \leq 2 \), the decay of the topological part in the boundary-induced fermion condensate at large distances from the string is stronger, like \( e^{-2mr} \) and \( e^{-\pi r / a} \) for the massive and massless cases, respectively. Hence, at large distances from the string, to the leading order, the fermionic condensate coincides with that for the plates in Minkowski bulk and is negative. As it has been shown before, the condensate is positive near the string. As a consequence, the fermionic condensate vanishes for some intermediate value of the radial coordinate \( r \). Note that at large distances from the string the topological part in the region between the plates is suppressed exponentially for both massive and massless fields.

Let us denote the part in the fermionic condensate induced by the conical defect as \( \langle \bar{\psi}\psi \rangle_t \).

It is given by

\[ \langle \bar{\psi}\psi \rangle_t = \langle \bar{\psi}\psi \rangle - \langle \bar{\psi}\psi \rangle_M \] (2.77)
and can be termed as topological part. The corresponding expression is obtained from (2.61) omitting the \( l = 0 \) term in the boundary-induced contribution (2.62). For a massless field, by taking into account that for \( y \neq 0 \) one has \( C(0, y) = C(a, y) = 0 \) (see (2.67)), we conclude that the topological part in the fermionic condensate vanishes on the plates. The same is the case for a massive field. In order to show that, we firstly consider the topological part in the boundary-induced contribution (2.62). This part is obtained from (2.62) omitting the term \( l = 0 \). For the evaluation of the topological part we cannot directly put \( z = 0, a \) in the corresponding expression. The limit \( z \to 0, a \) should be taken after the evaluation of the integral for \( z \neq 0, a \).

In fact, we need to evaluate the limits \( \lim_{z \to 0, a} C(z, y) \) for \( y \neq 0 \). These limits are the same and we will consider the case \( z \to 0 \) only. The evaluation procedure is simplified if we introduce in the integrand the factor \( e^{-\alpha \sqrt{x^2 - m^2}} \) with \( \alpha > 0 \) and take the limit \( \alpha \to 0 \) after the evaluation of the integral. With this factor we can directly put \( z = 0 \) in the integrand. In this manner it can be seen that

\[
\lim_{z \to 0} C(z, y) = 4m^3 f_1(2my), \tag{2.78}
\]

for \( y \neq 0 \). Comparing with the boundary-free fermionic condensate (2.56), we see that the boundary-induced contribution in the topological part exactly cancels the boundary-free part and the topological part of the fermionic condensate vanishes on the plates. This feature is seen from Fig. 10, where, for a massless field and for the value of the parameter \( q = 3 \), we have plotted the topological part in the fermionic condensate, \( a^3 \langle \bar{\psi} \psi \rangle_t \), as a function of the distance from the string and of the distance from the plate at \( z = 0 \).

An alternative representation for the fermionic condensate is obtained by the application of the summation formula (2.48) to the series over \( n \) in (2.39). The part with the first integral in the right-hand side of (2.48) will give the fermion condensate for the geometry of a single plate at \( z = 0 \). In the corresponding expression we first separate the boundary-free contribution, obtained from the first term in the right-hand side of (2.40), and in the remaining part we rotate the integration contour over \( k \) by the angle \( \pi/2 \) \((-\pi/2)\) for the term with \( e^{2ikz} \) \(e^{-2ikz}\). Combining with the term coming from the second integral in (2.48), for the fermionic condensate
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Figure 10: The topological part in the fermionic condensate, \( a^3 \langle \bar{\psi} \psi \rangle_{\text{cs}} \), for a massless field as a function of the distances from the string and from the left plate. For the planar angle deficit we have taken the value corresponding to \( q = 3 \).

in the region between the plates we obtain the representation

\[
\langle \bar{\psi} \psi \rangle = \langle \bar{\psi} \psi \rangle_s - \frac{q}{\pi^2} \sum_j \int_0^\infty d\lambda \lambda \left[ J_{qj-1/2}(\lambda r) + J_{qj+1/2}(\lambda r) \right]
\times \int_0^\infty d\lambda \frac{(x+m) \left[ e^{2xz} + e^{2(a-z)x} \right] - 2m}{\sqrt{x^2 - \lambda^2 - m^2} \left( \frac{x+m}{x-m} e^{2ax} + 1 \right)}.
\]  

As is seen from this formula, the boundary-induced contribution to the fermionic condensate, given by the second term in the right-hand side of (2.79), is always negative. In the limit \( r \to 0 \), the dominant contribution to the boundary-induced part in (2.79) comes from the term \( j = 1/2 \) and, by making use of the asymptotic for the Bessel function for small values of the argument, to the leading order we get

\[
\langle \bar{\psi} \psi \rangle \approx \langle \bar{\psi} \psi \rangle_s - \frac{\pi^{-3/2}(r/2)^{q-1}}{\Gamma(q/2)\Gamma((q+1)/2)} \int_m^\infty dx \frac{(x^2 - m^2)^{q/2}}{x+m e^{2ax} + 1}
\times [(x+m) \left( e^{2xz} + e^{2(a-z)x} \right) - 2m].
\]  

For \( q = 1 \) this asymptotic formula is reduced to the exact result (2.69).

In a number of field theoretical models, the Lagrangian, in addition to the fermionic mass term \( m\bar{\psi} \psi \), contains other terms involving the product \( \bar{\psi} \psi \). An example is the fermionic field
nonminimally coupled to gravity with the interaction term $\xi R \bar{\psi} \psi$ (see, e.g., [167, 168]), where $R$ is the scalar curvature for the background spacetime and $\xi$ is a constant with the dimension of the inverse mass. The formation of nonzero fermionic condensate induces an additional term $\xi R \langle \bar{\psi} \psi \rangle$ in the Lagrangian for the gravitational field. This leads to the shift (in general, space-dependent) in the gravitational constant. Another example is the fermionic field interacting with a scalar field $\varphi$ through the interaction Lagrangian proportional to $\varphi \bar{\psi} \psi$. The interaction terms of this form appear also in semibosonized versions of the four-fermion interaction models of the Gross-Neveu and Nambu-Jona-Lasinio type. The effects of the background geometry, topology and boundaries in these models have been discussed in [169], [170]-[173].

2.3 Energy-momentum tensor

The mode sum for the VEV of the energy-momentum tensor, $\langle 0 | T_{\mu\nu} | 0 \rangle \equiv \langle T_{\mu\nu} \rangle$, is given by the expression

$$\langle T_{\mu\nu} \rangle = \frac{i}{2} \sum_{s=\pm 1} \sum_{j=\pm 1/2, \ldots} \sum_{n=1}^\infty \int_0^\infty d\lambda \left[ \bar{\psi}(-)^{-} \gamma_{(\mu} \nabla_{\nu)} \psi(-)^{-} - (\nabla_{(\mu} \bar{\psi}(-)^{-}) \gamma_{\nu)} \psi(-)^{-} \right],$$

(2.81)

where $\gamma_{\mu} = g_{\mu\nu} \gamma^\nu$ and the brackets enclosing the indices stand for the symmetrization. Similar to the case of the condensate, we assume that some regularization procedure is used for the right-hand side of (2.81) without explicitly writing it. Inserting the expression for the negative-energy mode functions, one can see that all off-diagonal components vanish. The VEVs for the diagonal components are presented in the form (no summation over $\nu$):

$$\langle T_{\nu} \rangle = \frac{q}{a} \sum_j \sum_{n=1}^\infty \int_0^\infty d\lambda \frac{\lambda^3 g^{(1)}_{\nu}(\lambda r)h_{\nu}(k_n, z)}{\omega \left( 1 - \sin(2x_n)/2x_n \right)},$$

(2.82)

with the notations

$$g^{(0)}_{\beta}(y) = -\frac{\omega^2}{k^2} g^{(3)}_{\beta}(y) = -\frac{\omega^2}{\lambda^2} [J^2_{\beta}(y) + J^2_{\beta+1}(y)],$$

$$g^{(1)}_{\beta}(y) = J^2_{\beta}(y) + J^2_{\beta+1}(y) - \frac{2qj}{y} J_{\beta}(y) J_{\beta+1}(y),$$

(2.83)

$$g^{(2)}_{\beta}(y) = \frac{2qj}{y} J_{\beta}(y) J_{\beta+1}(y),$$

and

$$h_{\nu}(k, z) = 1 - \frac{1 - \delta^\nu_3}{2} \sum_{\eta=\pm 1} \frac{m e^{2\eta k z}}{m - \eta i k}.$$  

(2.84)
Note that the axial stress does not depend on the coordinate \( z \). We can see that the VEVs (2.82) obey the trace relation

\[
\langle T_{\nu}^{\nu} \rangle = m \langle \bar{\psi} \psi \rangle.
\]  

We start the further transformation of the energy-momentum tensor with the energy density. The corresponding mode sum (2.81) is rewritten in the form

\[
\langle T_{0}^{0} \rangle = -\frac{q}{\pi a} \sum_{n=1}^{\infty} \frac{h_{0}(x_{n}/a, z)}{1 - \sin(2x_{n})/(2x_{n})} \times \sum_{j} \int_{0}^{\infty} d\lambda \lambda \omega \left[ j_{qj-1/2}(\lambda r) + j_{qj+1/2}(\lambda r) \right],
\]

with the notation \( h_{0}(k, z) \) defined in accordance with (2.84). For the further transformation we use the integral representation

\[
\omega = -\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} ds d\xi e^{-\omega^{2}s^{2}}.
\]

Integrating over \( \lambda \) with the help of (2.42) and after the integration by parts in the integral over \( s \), one gets

\[
\langle T_{0}^{0} \rangle = \frac{\pi^{-3/2}q}{\sqrt{2\pi}a} \sum_{n=1}^{\infty} \frac{h_{0}(x_{n}/a, z)}{1 - \sin(2x_{n})/(2x_{n})} \times \int_{0}^{\infty} dy y^{1/2}e^{-(x_{n}^{2}/a^{2}+m^{2})r^{2}/2y-y}I(q, y).
\]

As the next step the integral representation (2.45) is employed. After the integration over \( y \), for the energy density this yeilds

\[
\langle T_{0}^{0} \rangle = -\frac{1}{4\pi ar} \partial_{r} \left[ \sum_{n=1}^{\infty} \frac{h_{0}(x_{n}/a, z)}{1 - \sin(2x_{n})/(2x_{n})} \left[ \sum_{l=0}^{p'} (-1)^{l} \frac{c_{l}}{s_{l}^{2}} e^{-2r s_{l}\sqrt{x_{n}^{2}/a^{2}+m^{2}} \cos u} + \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \int_{0}^{\infty} du \frac{\sinh (qu) \sinh u}{\cosh (2qu) - \cos (q\pi)} e^{-2r \sqrt{x_{n}^{2}/a^{2}+m^{2}} \cosh u} \right] \right].
\]

Now let us consider the VEV of the azimuthal stress. By taking into account the relation

\[
J_{\nu}(\lambda r)J_{\nu+1}(\lambda r) = \left( \frac{\nu}{r} - \frac{1}{2} \frac{d}{dr} \right) \frac{\lambda}{\nu} J_{\nu}^{2}(\lambda r),
\]

for the Bessel function, the corresponding expression is presented in the form

\[
\langle T_{2}^{2} \rangle = -\frac{2q^{2}}{\pi ar} \sum_{n=1}^{\infty} \frac{h_{2}(x_{n}/a, z)}{1 - \sin(2x_{n})/(2x_{n})} \times \sum_{j} \left[ \left( \frac{qj-1/2}{r} - \frac{1}{2} \partial_{r} \right) \int_{0}^{\infty} d\lambda \lambda \omega j_{qj-1/2}(\lambda r) \right].
\]
By using the integral representation (2.41), after the integration over \( \lambda \), the VEV is rewritten as

\[
\langle T_2^2 \rangle = \frac{4q^2 r^{-3}}{(2\pi)^{3/2}} a \sum_{n=1}^{\infty} \frac{h_2(x_n/a, z)}{1 - \sin(2x_n)/(2x_n)} \sum_{j} \int_{0}^{\infty} dy \times y^{-1/2} e^{-(k^2+m^2)y^{1/2}/2y} (qj - 1/2 - y\partial_y) e^{-y} I_{qj-1/2}(y).
\]

Now, with the help of the relation

\[
(qj - 1/2 - y\partial_y) e^{-y} I_{qj-1/2}(y) = \frac{y}{qj} e^{-y} (y\partial_y - y + 1/2) \left[ I_{qj-1/2}(y) + I_{qj+1/2}(y) \right],
\]

the series over \( j \) is expressed in terms of the function \( \mathcal{I}(q, y) \):

\[
\langle T_2^2 \rangle = \frac{2qr^{-3}}{(2\pi)^{3/2}} a \sum_{n=1}^{\infty} \frac{h_2(x_n/a, z)}{1 - \sin(2x_n)/(2x_n)} \int_{0}^{\infty} dy \times e^{-(k^2+m^2)y^{1/2}/2y-y^{1/2}} (y\partial_y - y + 1/2) \mathcal{I}(q, y).
\]

Using the representation (2.45) one gets

\[
\langle T_2^2 \rangle = \frac{-1}{2\pi ar^3} (1 - r\partial_r + \frac{1}{2} r^2 \partial_r^2) \sum_{n=1}^{\infty} \frac{h_2(x_n/a, z)}{1 - \sin(2x_n)/(2x_n)} \left[ \sum_{l=0}^{p} (-1)^l \frac{c_l}{s_l} e^{-2x_n \sqrt{x_n^2/a^2+m^2}} + \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \int_{0}^{\infty} dx \frac{\sinh(qx) \sinh x}{\cosh(2qx) - \cos(q\pi)} \frac{e^{-2r \sqrt{x_n^2/a^2+m^2} \cosh x}}{\cosh x} \right].
\]

For the axial stress the mode sum is reduced to

\[
\langle T_3^2 \rangle = \frac{q}{\pi a^3} \sum_{j} \int_{0}^{\infty} d\lambda \lambda \sum_{n=1}^{\infty} \frac{x_n^2 J_{qj-1/2}(\lambda r) + J_{qj+1/2}(\lambda r)}{1 - \sin(2x_n)/(2x_n)}
\]

With the help of (2.41), after the integration over \( \lambda \), we find

\[
\langle T_3^2 \rangle = \frac{qa^{-3}}{\sqrt{2\pi^3 r}} \sum_{n=1}^{\infty} \frac{x_n^2}{1 - \sin(2x_n)/(2x_n)} \int_{0}^{\infty} dy y^{-1/2} e^{-(m^2+k^2)y^{1/2}/2y-y} \mathcal{I}(q, y).
\]

Taking into account (2.45) and integrating over \( y \) one gets the representation

\[
\langle T_3^2 \rangle = \frac{1}{\pi a^3} \sum_{n=1}^{\infty} \frac{x_n^2}{1 - \sin(2x_n)/(2x_n)} \left[ \sum_{l=0}^{p} (-1)^l \cot \left( \frac{\pi l}{q} \right) e^{2x_n \sqrt{x_n^2/a^2+m^2}} + \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \int_{0}^{\infty} dx \frac{\sinh(qx) \tanh x}{\cosh(2qx) - \cos(q\pi)} e^{-2r \sqrt{x_n^2/a^2+m^2} \cosh x} \right].
\]

The expression for the radial stress is obtained from the trace relation (2.85).
Combining the expressions obtained above the vacuum energy-momentum tensor is transformed to the form

\[
\langle T_{\nu}^{\nu} \rangle = -\frac{1}{4\pi a} \sum_{n=1}^{\infty} \frac{1}{1 - \sin(2\pi n) / (2\pi n)} \left[ \sum_{l=0}^{p} (-1)^l c_l D_{\nu}(z, r s_l, k_n) \right. \\
+ \left. \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \int_{0}^{\infty} \frac{\sinh (qu) \sinh(u) D_{\nu}(z, r \cosh u, k_n)}{\cosh(2qu) - \cos(q\pi)} \right] ,
\]

(2.99)

with the notation

\[ D_{\nu}(z, y, k) = \hat{D}_{\nu} e^{-2y\sqrt{k^2 + m^2}} h_{\nu}(k, z), \]

(2.100)

where we have defined the operators

\[ \hat{D}_0 = \hat{D}_1 = y^{-3}(y \partial_y - 1), \]
\[ \hat{D}_2 = 2y^{-3}(1 - y \partial_y + \frac{1}{2} y^2 \partial_y^2), \]
\[ \hat{D}_3 = y^{-1} (4m^2 - \partial_y^2). \]

(2.101)

For these operators one has the relation

\[ \sum_{\nu=0}^{3} \hat{D}_{\nu} = 4m^2 / y. \]

(2.102)

As is seen from (2.101), the radial stress is equal to the energy density.

Now we apply to the series over \( n \) in (2.99) the summation formula (2.48) with the function

\[ f(x) = e^{-2y\sqrt{x^2/a^2 + m^2}} h_{\nu}(x/a, z). \]

(2.103)

As a result, the VEVs are decomposed as

\[
\langle T_{\nu}^{\nu} \rangle = \langle T_{\nu}^{\nu} \rangle^{(1)} + \frac{1}{2\pi^2} \left[ \sum_{l=0}^{p} (-1)^l c_l B_{\nu}(z, r s_l) \right. \\
+ \left. \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \int_{0}^{\infty} \frac{\sinh (qu) \sinh(u) B_{\nu}(z, r \cosh u)}{\cosh(2qu) - \cos(q\pi)} \right] ,
\]

(2.104)

with the function

\[ B_{\nu}(z, y) = \hat{D}_{\nu} \int_{m}^{\infty} dx \frac{\sin(2y\sqrt{x^2/a^2 + m^2})}{x^2/a^2 + m^2 e^{2\pi x}} \left( 1 - \frac{1 - \delta_{\nu}^0}{2} \sum_{\eta=\pm 1} \frac{m e^{2\eta x}}{m - \eta x} \right). \]

(2.105)

The first term in the right-hand side of (2.104) comes from the first integral in (2.48) and is given by the expression

\[
\langle T_{\nu}^{\nu} \rangle^{(1)} = -\frac{1}{4\pi^2} \left[ \sum_{l=0}^{p} (-1)^l c_l B_{\nu}^{(0)}(z, r s_l) + \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \right. \\
\times \left. \int_{0}^{\infty} du \frac{\sinh (qu) \sinh(u) B_{\nu}^{(0)}(z, r \cosh u)}{\cosh(2qu) - \cos(q\pi)} \right] ,
\]

(2.106)
where
\[ B_{\nu}^{(0)}(z, y) = \hat{D}_\nu \int_0^\infty dx \, e^{-2y\sqrt{x^2+m^2}} h_\nu(x, z). \] (2.107)

The contribution (2.106) does not depend on $a$, whereas the second term in the right-hand side of (2.104) vanishes in the limit $a \to \infty$. From here it follows that the part $\langle T_{\nu}^{(1)} \rangle$ corresponds to the VEV in the geometry of a single plate at $z = 0$.

The further transformation of the contribution $\langle T_{\nu}^{(1)} \rangle$ is similar to that we have used for $\langle \bar{\psi} \psi \rangle^{(1)}$ in the previous section. We decompose $\langle T_{\nu}^{(1)} \rangle$ into two parts coming from the first and second terms in the right-hand side of (2.84). The part with $h_\nu(x, z) \to 1$ corresponds to the VEV in the boundary-free cosmic string spacetime. In this part the corresponding integral (2.107) is expressed in terms of the Macdonald function and the renormalization is reduced to omitting the $l = 0$ term. The corresponding renormalized VEV is presented as (no summation over $\nu$)
\[
\langle T_{\nu}^{(1)} \rangle_s = \frac{2m^4}{\pi^2} \left[ \sum_{l=1}^p (-1)^l c_l F_0^{(0)}(2mr_1) + \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \right. \\
\left. \times \int_0^\infty dx \frac{\sinh(qx) \sinh(x) F_0^{(0)}(2mr \cosh x)}{\cosh(2qx) - \cos(q\pi)} \right],
\] (2.108)

where we have defined the functions
\[
F_0^{(0)}(y) = F_1^{(0)}(y) = F_3^{(0)}(y) = f_2(y),
F_2^{(0)}(y) = -3f_2(y) - f_1(y),
\] (2.109)

with the notation (2.51). The corresponding energy density is negative everywhere. An alternative integral representation is given in [108]. The fermionic VEVs $\langle T_{\nu}^{(1)} \rangle_s$ in the special case $q < 2$ have been previously investigated in [107]. For a massless field the renormalized VEV of the energy-momentum tensor in the boundary-free conical defect spacetime was found in [92, 93] and is obtained from (2.108) taking the limit $m \to 0$:
\[
\langle T_{\nu}^{(1)} \rangle_s = -\frac{(q^2 - 1)(7q^2 + 17)}{2880\pi^2 r^4} \text{diag}(1, 1, -3, 1).
\] (2.110)

Note that in the boundary-free conical defect spacetime one has the relation $\langle T_{0}^{(1)} \rangle_s = \langle T_{3}^{(1)} \rangle_s$. The latter is a consequence of the boost invariance along the axis of the defect. For a massive field and for points near the string, $mr \ll 1$, the renormalized VEV diverges on the string as $r^{-4}$ with the leading term given by (2.110). At large distances, $mr \gg 1$, for $q < 2$ the first term
in the square brackets in (2.108) is absent and the dominant contribution in the second term comes from the region near the lower limit of the integration. In this case \( \langle T^\nu_{\nu} \rangle_s \) is suppressed by the factor \( e^{-2mr} \). For \( q > 2 \) the dominant contribution at large distances comes from the \( l = 1 \) term in (2.108) and the suppression factor is \( e^{-2mr \sin(\pi/q)} \). Note that the contribution of the first term in the square brackets of (2.108) is always negative for \( \nu = 0, 1, 3 \), and positive for \( \nu = 2 \). It can be easily checked that the boundary-free contribution (2.108) separately obeys the trace relation (2.85).

The contribution in (2.106), coming from the second term in the right-hand side of (2.84), is induced by the boundary at \( z = 0 \) when the second boundary is absent. After the rotation of the integration contours in the integral (2.107) one gets

\[
\int_0^\infty dx \, e^{-2y\sqrt{x^2+m^2}} \sum_{\eta=\pm 1} \frac{me^{2\eta ikz}}{m-\eta i k} = 2mG(2mz, 2my),
\]

where

\[
G(2mz, 2my) = \int_m^\infty dx \, e^{-2xz} \sin(2y\sqrt{x^2-m^2}).
\]

An equivalent expression is obtained by making use of the representation

\[
\frac{1}{m+x} = \int_0^\infty dt \, e^{-(m+x)t}.
\]

The integral over \( x \) is expressed in terms of the Macdonald function and we find

\[
G(u, v) = vG_1(u, v).
\]

Here and below we use the notation

\[
G_\nu(u, v) = e^u \int_u^\infty dx \, e^{-x} f_\nu(\sqrt{x^2+u^2}).
\]

As a result, the VEV in the geometry of the single plate at \( z = 0 \) is decomposed as (no summation over \( \nu \))

\[
\langle T^\nu_{\nu} \rangle^{(1)} = \langle T^\nu_{\nu} \rangle_s + \langle T^\nu_{\nu} \rangle^{(1)}_b,
\]

where the boundary-induced contribution is given by

\[
\langle T^\nu_{\nu} \rangle^{(1)}_b = \frac{2m^4}{\pi^2} \left[ \sum_{l=0}^{p} (-1)^l c_l F_\nu(2mz, 2mr s_l) + \frac{2q}{\pi} \cos \left( \frac{q \pi}{2} \right) \right. \\
\left. \times \int_0^\infty dx \frac{\sinh(qx) \sinh x}{\cosh(2qx) - \cos(q \pi)} F_\nu(2mz, 2mr \cosh x) \right],
\]

\[76\]
with the functions
\[ F_0(x, y) = F_1(x, y) = -G_2(x, y), \]
\[ F_2(x, y) = 2G_2(x, y) + F(x, y), \]
and \( F_3(x, y) = 0 \). As we see, the boundary-induced part in the axial stress vanishes. Note that we have the relation
\[ F_\nu(2mz, 2my) = \frac{1 - \delta_3^\nu}{8m^3} \hat{D}_\nu G(2mz, 2my). \] (2.119)
By using this relation, we can see that in the limit \( a \to \infty, z \to \infty \), with fixed \( a - z \), from the second term in the right-hand side of (2.104) we obtain the boundary-induced part in the geometry of a single plate at \( z = a \). The latter is given by (2.117) with the replacement \( z \to a - z \).

Taking into account (2.119) and combining the last term in the right-hand side of (2.104) with the single plate-induced part (2.117), one gets the following representation
\[ \langle T_\nu \nu \rangle = \langle T_\nu \nu \rangle_s + \langle T_\nu \nu \rangle_b. \] (2.120)

Here the boundary-free part is given by (2.108) and for the boundary-induced contribution in the region between the plates one has the expression
\[ \langle T_\nu \nu \rangle_b = \frac{1}{2\pi^2} \left[ \sum_{l=0}^{p'} (-1)^l c_l C_\nu(z, r s_l) + \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \right. 
\times \left. \int_0^\infty du \frac{\sinh (qu) \sinh (u) C_\nu(z, r \cosh u)}{\cosh (2qu) - \cos (q\pi)} \right], \] (2.121)
with the notation
\[ C_\nu(z, y) = \hat{D}_\nu \int_m^\infty \frac{x \sinh (y \sqrt{x^2 - m^2})}{2} \left[ 1 + \frac{m}{2} \frac{(1 - \delta_3^\nu) e^{2xz} + e^{2(a-z)x}}{x - m} \right]. \] (2.122)

As we could expect, in the region between the plates the VEVs are symmetric with respect to the plane \( z = a/2 \). For a massless field one obtains
\[ C_\nu'(z, y) = \frac{\pi}{4a} \hat{D}_\nu \left[ \frac{1}{\pi y/a} - \frac{1}{\sinh(\pi y/a)} \right]. \] (2.123)
Note that in the latter case the single plate part in the VEV of the energy-momentum tensor vanishes and in the region between the plates the VEV of the energy-momentum tensor does not depend on the coordinate \( z \).
It can be checked that the boundary-induced contribution obeys the covariant conservation equation \( \nabla_\mu \langle T^\mu_\nu \rangle_b = 0 \). For the geometry under consideration the latter is reduced to a single equation \( \partial_r (r \langle T^1_1 \rangle_b) = \langle T^2_2 \rangle_b \). The latter equation directly follows from the relation

\[
(y \partial_y + 1) \hat{D}_1 \sin(by) = \hat{D}_2 \sin(by). \tag{2.124}
\]

By taking into account the relation (2.102) we can see that \( \sum_{\nu=0}^3 C_\nu(z,y) = mC(z,y) \). From here it follows that the boundary induced contributions obey the trace relation (2.85).

For the further transformation of the VEV (2.121) in the case of a massless field, we first separate the Minkowskian part (the \( l = 0 \) term). It can be seen that the contribution of the first term in the square brackets of (2.123) to the remaining (topological) part of \( \langle T^\nu_\nu \rangle_b \) is equal to \( \langle T^\nu_\nu \rangle_s \). Hence, in the total VEV, this contribution is cancelled by the boundary-free part and for the total VEV in the massless case we get

\[
\langle T^\nu_\nu \rangle = \langle T^\nu_\nu \rangle_M - \frac{\pi^2}{8a^4} \left[ \sum_{l=1}^p (-1)^l c_l A_\nu(\pi s l r/a) + \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \right] 
	imes \int_0^\infty \frac{du}{\sinh(2qu) - \cos(q\pi)} A_\nu(\pi (r/a) \cosh u),
\]

with the functions

\[
A_\nu(y) = \hat{D}_\nu \frac{1}{\sinh y}. \tag{2.126}
\]

For a massless field from (2.102) one has \( \sum_{\nu=0}^3 \hat{D}_\nu = 0 \) and both the Minkowskian and topological parts in (2.125) are traceless.

In the absence of the conical defect, the only nonzero contribution to (2.121) comes from the term with \( l = 0 \) and we obtain the VEVs in the region between two plates in Minkowski bulk (no summation over \( \nu \)):

\[
\langle T^\nu_\nu \rangle_M = -\frac{2}{3\pi^2} \int_m^{\infty} dx \frac{(x^2 - m^2)^{3/2}}{x^2 + m^2 e^{2ax} + 1} \left[ 1 + \frac{m e^{2ax} + e^{2(a-z)x}}{2 x - m} \right],
\]

\[
\langle T^3_3 \rangle_M = \frac{2}{\pi^2} \int_m^{\infty} dx \frac{x^2 \sqrt{x^2 - m^2}}{x^2 + m^2 e^{2ax} + 1},
\]

where \( \nu = 0, 1, 2 \). In particular, the energy density is negative. For a massless field we have \( \langle T^3_3 \rangle_M = -3 \langle T^0_0 \rangle_M = 7\pi^2/(960a^4) \). The fermionic Casimir densities for the geometry of two parallel plates in background of flat spacetime with an arbitrary number toroidally compactified spatial dimensions have been investigated in [165]. The expressions (2.127) are special cases
of the corresponding general formulas. The VEV of the energy-momentum tensor for parallel branes on AdS bulk is investigated in [166]. The fermionic Casimir energy for two parallel plates in 4-dimensional Minkowski spacetime has been studied in [118, 174]. The corresponding result for an arbitrary number of dimensions is generalized in [175, 176]. The influence of the compactification of spatial dimensions on the fermionic Casimir energy has been discussed in [68, 69].

Let us consider the boundary-induced contribution in the VEV of the energy-momentum tensor in the asymptotic regions. For points outside the plates, the boundary-induced part is finite on the string. Taking the limit $r \to 0$ it can be seen that $C_{\nu}(z, 0) = 4\pi^2 \langle T_{\nu}\rangle_M$. Hence, from (2.121) one gets

$$\langle T_{\nu}\rangle_{b, r=0} = 2 \langle T_{\nu}\rangle_M \left[ \sum_{l=0}^{p} (-1)^l c_l + \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \int_0^\infty dx \frac{\sinh (qx) \sinh x}{\cosh(2qx) - \cos(q\pi)} \right].$$

(2.128)

Note that the expression in the square brackets is the same as that in the corresponding formula (2.72) for the fermionic condensate. This expression is zero and, hence, the boundary-induced contribution in the VEV of the energy-momentum tensor vanishes on the string. This means that in the region near the conical defect the VEV of the energy-momentum tensor is dominated by the boundary-free part and the corresponding energy density is negative.

In order to understand the behavior of the vacuum energy-momentum tensor at large distances from the string, assuming that $mr \gg 1$, we need to find the asymptotic estimate for the function $C_{\nu}(z, y)$ for large values of $y$. In this limit the dominant contribution to the integral in (2.122) comes from the region near the lower limit of the integration and we get

$$C_{\nu}(z, y) \approx \frac{e^{2mz} + e^{2m(a-z)}}{4m} \hat{D}_{\nu} \int_m^\infty dx \sin(2y\sqrt{x^2 - m^2}) e^{-2ax},$$

$$C_3(z, y) \approx \frac{1}{4} \hat{D}_3 \int_m^\infty dx \left( \frac{x^2}{m^2} - 1 \right) \sin(2y\sqrt{x^2 - m^2}) e^{-2ax},$$

(2.129)

where $\nu = 0, 1, 2$. The integrals are expressed in terms of the function $K_{\nu}(2m\sqrt{a^2 + y^2})$. By making use of the corresponding asymptotic expression for large values of the argument, we find

$$C_{\nu}(z, y) \approx -\sqrt{\pi}am^{3/2} \left[ e^{2mz} + e^{2m(a-z)} \right] e^{-2my} \frac{e^{-2my}}{4y^{7/2}},$$

$$C_3(z, y) \approx -\sqrt{\pi}am^{5/2} e^{-2my} \frac{e^{-2my}}{2y^{5/2}},$$

(2.130)
for $\nu = 0, 1$ and $C_2(z, y) \approx -2myC_0(z, y)$. Substituting into (2.121), we see that for $q > 2$ the dominant contribution comes from the $l = 1$ term and for $mr \gg 1$ one gets:

$$
\langle T^\nu_\nu \rangle_b \approx \langle T^\nu_\nu \rangle_M + \frac{am^5}{8\pi^{3/2}} \left[ e^{2mz} + e^{2n(a-z)} \right] \frac{\cos \left( \pi/q \right) e^{-2mr \sin \left( \pi/q \right)}}{[mr \sin \left( \pi/q \right)]^{7/2}},
$$

$$
\langle T^2_\nu \rangle_b \approx \langle T^2_\nu \rangle_M - \frac{am^5}{4\pi^{3/2}} \left[ e^{2mz} + e^{2n(a-z)} \right] \frac{\cos \left( \pi/q \right) e^{-2mr \sin \left( \pi/q \right)}}{[mr \sin \left( \pi/q \right)]^{5/2}}, \quad (2.131)
$$

$$
\langle T^3_\nu \rangle_b \approx \langle T^3_\nu \rangle_M + \frac{am^5 \cos \left( \pi/q \right) e^{-2mr \sin \left( \pi/q \right)}}{4\pi^{3/2} [mr \sin \left( \pi/q \right)]^{5/2}}.
$$

Note that for the boundary-free part (2.108) one has the large distance asymptotic

$$
\langle T^\nu_\nu \rangle_s \approx -\frac{m^4}{4\pi^{3/2}} \frac{\cos \left( \pi/q \right) e^{-2mr \sin \left( \pi/q \right)}}{[mr \sin \left( \pi/q \right)]^{5/2}}, \quad (2.132)
$$

for $\nu = 0, 1, 3$ and $\langle T^2_\nu \rangle_s \approx -3 \langle T^0_\nu \rangle_s$. In the case $1 \leq q \leq 2$ the suppression of the string-induced contribution is stronger, by the factor $e^{-2mr}$.

For a massless field, the topological part in the VEV of the energy-momentum tensor is given by the second term in the right-hand side of (2.125). At large distances from the string, $r \gg a$, and for $q > 2$ the dominant contribution to the topological part is due to the term with $l = 1$. To the leading order we find

$$
\langle T^\nu_\nu \rangle \approx \langle T^\nu_\nu \rangle_M + \frac{\pi A_0^{(0)}(\pi r/a) \sin \left( \pi/q \right)}{4a^3 r e^{\pi(r/a) \sin \left( \pi/q \right)}} \cot \left( \pi/q \right), \quad (2.133)
$$

where

$$
A_0^{(0)}(y) = A_1^{(0)}(y) = \frac{1}{y}, \quad A_2^{(0)}(y) = -A_3^{(0)}(y) = -1. \quad (2.134)
$$

For $q \leq 2$, in the topological part of (2.125) the integral term remains only and the topological part falls off as $e^{-\pi r/a}$. For a massless field the boundary-free part $\langle T^\nu_\nu \rangle_s$ decays as $1/r^4$. Note that in the region between two plates the decay of the topological part at large distances from the string is exponential for both the massive and massless cases.

The VEVs $\langle T^\nu_\nu \rangle$ for $\nu = 0, 1, 2$ diverge on the plates. This type of surface divergences are well known in quantum field theory with boundaries and have been investigated for various bulk and boundary geometries. In the present setting of the problem, for points away from the coical defect, $r \neq 0$, the divergences are the same as those for the plates in Minkowski bulk. This means that the part in the VEV induced by the conial defect (the topological part), $\langle T^\nu_\nu \rangle_t = \langle T^\nu_\nu \rangle - \langle T^\nu_\nu \rangle_M$, is finite on the plates. This feature could be deduced from
general arguments. Indeed, for points $r \neq 0$, both the local bulk and boundary geometries for the conical defect and for Minkowski bulks are the same. The divergences are determined by the local geometrical characteristics (curvature tensors for the bulk and boundaries) and, consequently, they are the same as well. In order to find the leading terms in the asymptotic expansion of $\langle T^\nu_{\nu} \rangle$, $\nu = 0, 1, 2$, for points near the plate at $z = 0$, we note that the dominant contribution to the integral in (2.127) comes from large values of $x$. One can see that to the leading order $\langle T^\nu_{\nu} \rangle \approx -m/(12\pi^2 z^3)$. The axial stress is finite on the plates.

In Fig. 11 we have plotted the ratio of the boundary-induced parts in the energy density ($\nu = 0$, full curves) and the azimuthal stress ($\nu = 2$, dashed curves) to the corresponding quantities for parallel plates in Minkowski spacetime versus the distance from the string-like defect. The graphs are plotted for a massless fermionic field and the numbers near the curves are the values of the parameter $q$.

Figure 11: The ratio of the plate-induced contributions in the energy density (full curves) and in the azimuthal stress (dashed curves) to the corresponding quantities in the Minkowski bulk as functions of the distance from the string for a massless fermionic field. The numbers near the curves are the values of the parameter $q$.

We could apply the summation formula (2.48) to the series over $n$ in the formula (2.82). This gives the following equivalent representation for the diagonal components of the vacuum
energy-momentum tensor (no summation over $\nu$):

\[
\langle T^\nu_\nu \rangle = \langle T^\nu_\nu \rangle_s - \frac{q}{\pi^2} \sum_j \int_0^\infty d\lambda \lambda \bar{g}^{(\nu)}(\lambda r) \times \int_0^\infty dx \frac{f^{(\nu)}(x, z)}{x^2 + m^2 e^{2ax} + 1} (x^2 - \lambda^2 - m^2)^{-1/2}.
\] (2.135)

Here, we have defined the functions

\[
\bar{g}^{(0)}_\beta(y) = \bar{g}^{(3)}_\beta(y) = J^2_\beta(y) + J^2_{\beta+1}(y),
\] (2.136)

\[
\bar{g}^{(\nu)}_\beta(y) = g^{(\nu)}_\beta(y) \quad \text{for} \quad \nu = 1, 2, \text{and}
\]

\[
f^{(0)}(x, z) = (x^2 - \lambda^2 - m^2) f(x, z),
\] (2.137)

\[
f^{(1)}(x, z) = f^{(2)}(x, z) = \lambda^2 f(x, z), \quad f^{(3)}(x, z) = -2x^2,
\]

with

\[
f(x, z) = 2 + m \frac{e^{2xz} + e^{2x(a-z)}}{x - m}.
\] (2.138)

The second term in the right-hand side of (2.135) gives the contribution induced by the boundaries. As it has been shown above, the radial stress is equal to the energy density. From (2.135) it follows that for $r \neq 0$ the boundary-induced contribution is negative to the energy density and positive for the axial stress. By taking into account that the boundary-free part in the energy density is negative as well, we conclude that the total energy density is negative everywhere, $\langle T^0_0 \rangle < 0$.

We have already shown that the boundary-induced VEVs vanish on the conical defect. For points near the defect, the contribution of the term $j = 1/2$ into the boundary-induced part in (2.135) dominates and to the leading order we get (no summation over $\nu$)

\[
\langle T^\nu_\nu \rangle \approx \langle T^\nu_\nu \rangle_s - \frac{g_0 \pi^{-3/2}(r/2)^{q-1}}{(q + 2)\Gamma(q/2)\Gamma((q + 1)/2)} \int_0^\infty dx \frac{(x^2 - m^2)^{q/2+1}}{x^2 + m^2 e^{2ax} + 1} f(x, z),
\] (2.139)

for $\nu = 0, 1, 2$ with

\[
g_0 = g_1 = 1, \quad g_2 = q,
\] (2.140)

and

\[
\langle T^3_3 \rangle \approx \langle T^3_3 \rangle_s + \frac{2\pi^{-3/2}(r/2)^{q-1}}{\Gamma(q/2)\Gamma((q + 1)/2)} \int_0^\infty dx \frac{x^2(x^2 - m^2)^{q/2}}{x^2 + m^2 e^{2ax} + 1}.
\] (2.141)

In the special case $q = 1$ these asymptotics are reduced to the exact results (2.127).
2.4 Casimir force

The Casimir force acting per unit surface of the plate is determined by the normal stress $\langle T^3_3 \rangle$. For the corresponding effective pressure one has: $p = -\langle T^3_3 \rangle$. The boundary free part of the pressure is the same on both the sides of the plate and it does not contribute to the net force. Hence, the force per unit surface of the plate is determined by the boundary-induced part of the pressure along the $z$-direction. By taking into account that $\langle T^3_3 \rangle_b = 0$, we find

$$p(r) = p_M - \frac{2q}{\pi^2} \left[ \sum_{l=1}^{\infty} (-1)^l c_l F(rs_l) + \frac{2q}{\pi} \cos \left( \frac{q\pi}{2} \right) \right] \times \int_0^{\infty} dx \frac{\sinh(qx) \sinh(x) F(r \cosh x)}{\cosh(2qx) - \cos(q\pi)} ,$$  \hspace{1cm} (2.142)

with the function

$$F(y) = \frac{1}{y} \int_0^{\infty} dx \frac{x^2 \sin(2y \sqrt{x^2 - m^2})}{x^2 + m^2 e^{2ax} + 1} .$$  \hspace{1cm} (2.143)

Here $p_M = -\langle T^3_3 \rangle_M$, with $\langle T^3_3 \rangle_M$ from (2.127), is the fermionic Casimir pressure for the plates in Minkowski bulk. From the results of the previous section it follows that for $q > 1$ the Casimir pressure vanishes on the string as $r^{q-1}$. An alternative representation for the Casimir pressure is obtained by using the formula (2.135) for the axial stress:

$$p(r) = -\frac{2q}{\pi^2} \sum_{j} \int_0^{\infty} d\lambda \frac{r^2 \sin(2\sqrt{\lambda^2 - m^2}) + J_{2j-1/2}^2(\lambda r) + J_{2j+1/2}^2(\lambda r)}{\sqrt{\lambda^2 + m^2}}$$  \hspace{1cm} (2.144)

For $r \neq 0$ this pressure is always negative which means that the Casimir forces are attractive.

At large distances from the string and for a massive field, $mr \gg 1$, from (2.131) for $q > 2$ we have

$$p(r) \approx p_M - \frac{am^5}{4\pi^{3/2}} \frac{\cos(\pi/q) e^{-2mr \sin(\pi/q)}}{[mr \sin(\pi/q)]^{3/2}} .$$  \hspace{1cm} (2.145)

For $q < 2$ and if $q$ is not too close to 2 we have

$$p \approx p_M + \frac{q^2 m^3 \cos(q\pi/2) e^{-2mr}}{8\pi^2 \sin^2(q\pi/2)(mr)^3} ,$$  \hspace{1cm} (2.146)

with the exponential suppression of the topological part.
For a massless field, in (2.142) one has $p_M = -\frac{7\pi^2}{960a^4}$ and

$$F(y) = -\frac{\pi}{16ay} \frac{\partial^2}{\partial y^2} \left[ \frac{a}{\pi y} - \frac{1}{\sinh(y\pi/a)} \right]$$

$$= -\frac{1}{8y^4} \left[ 1 - \left( \frac{y\pi}{a} \right)^3 \left( 1 + \frac{\sinh^2(y\pi/a)}{\sinh^2(y\pi/a)} \right) \right]. \quad (2.147)$$

At large distances from the string, this leads to the asymptotic below:

$$p \approx -\frac{7\pi^2}{960a^4} \left[ 1 + \frac{(q^2 - 1)(q^2 + 17/7)}{3\pi^4(r/a)^4} \right], \quad r \gg a. \quad (2.148)$$

In this case one has a power law decay for the topological part. As it has been shown before, for a massless field and at large distances from the string the topological part of the axial stress in the region between the plates is suppressed by the factor $e^{-\pi(r/a)\sin(\pi/q)}$ for $q > 2$ and by $e^{-\pi r/a}$ for $q \leq 2$. In (2.148), the leading term in the topological part (the second term in the square brackets) comes from the pressure in the exterior region ($z \leq 0$ for the plate at $z = 0$ and $z \geq a$ for the plate at $z = a$). The latter is dominated by the boundary-free part and induces an attractive force.

Let us denote by $\varepsilon_t$ the topological part in the vacuum energy per unit surface of the plates:

$$\varepsilon_t = \frac{1}{\phi_0} \int_0^a dz \int_0^{\phi_0} d\phi \langle T^0_0 \rangle_t. \quad (2.149)$$

where the topological contribution to the energy density is obtained from (2.120) omitting the $l = 0$ term (corresponding to $\langle T^0_0 \rangle_M$) in the boundary-induced part (2.121). Note that $\varepsilon_t$ depends on the radial coordinate $r$. Integrating by parts, one can see that

$$\partial_a \int_0^a dz C_0(z, y) = 4F(y). \quad (2.150)$$

From here the following relation is obtained between the topological parts in the vacuum energy and the pressure on the plates:

$$p_t = -\partial_a \varepsilon_t, \quad (2.151)$$

where $p_t$ is given by the second term in the right-hand side of (2.142). This is the standard thermodynamical relation between the energy and pressure for adiabatic processes. Note that the Minkowkian part $\langle T^0_0 \rangle_M$ diverges on the plates and in order to obtain the finite vacuum energy an additional renormalization is required.
Figure 12: The ratio of the Casimir pressure to the corresponding quantity in the Minkowski bulk versus the distance from the string. The left panel is for a massless field and for the right panel \( ma = 0.5 \). The numbers near the curves are the values of the parameter \( q \).

Fig. 12 presents the ratio of the Casimir force per unit surface of the plate to the corresponding quantity in the Minkowski spacetime as a function of the distance from the conical defect. The left panel is plotted for a massless field and for the right panel we have taken \( ma = 0.5 \). In the latter case for the Minkowskian pressure one has \( p_M \approx -0.0384/a^4 \). The numbers near the curves are the values of the parameter \( q \). As is seen from the right panel, the dependence, in general, is not monotonic.

2.5 Summary

We have investigated the influence of the conical geometry on the characteristics of the fermionic vacuum in the region between two plates perpendicular to the cone axis. This geometry describes an idealized conical string-like defect with zero thickness core. On the plates the field obeys the boundary condition used in bag models to confine the quarks inside the hadrons. Among the most important local characteristics of the fermionic vacuum are the fermionic condensate and the expectation value of the energy-momentum tensor. For the evaluation of the corresponding VEVs we have constructed the complete set of positive- and negative-energy fermionic modes, given by the expressions (2.6) and (2.16). The eigenvalues of the quantum number, corresponding to the direction along the conical defect axis, are quantized by the
boundary conditions and are solutions of the transcendental equation (2.15). The mode sums of the VEVs contain series over these eigenvalues. The application of the Abel-Plana type formula (2.48) allows to extract the parts in the VEVs for the geometry of a single plate and to present the second plate induced contributions in the form for which the explicit knowledge of the eigenvalues of the axial quantum number is not required.

The fermionic condensate is decomposed into the boundary-free and boundary-induced contributions (see (2.61)). The boundary-free part is given by (2.56) and it vanishes for a massless field. For the boundary-induced part we have derived the expression (2.62) with the function $C(z,y)$ defined as (2.63). The corresponding integral is further evaluated for a massless field with the expression (2.67). The $l = 0$ term in the boundary-induced contribution (2.62) corresponds to the fermion condensate for two parallel plates in Minkowski bulk. The remaining part is induced by the nontrivial topology of the conical defect. We have shown that, for points outside the string core, the topological part vanishes on the plates as a consequence of the cancellation between the boundary-free and boundary-induced parts. The Minkowskian part diverges on the plates with the leading term inversely proportional to the cube of the distance from the plate. For points away from the plates, the boundary-induced fermionic condensate vanishes on the string as $r^{d-1}$. For $q > 2$, at large distances from the defect the topological part in the boundary-induced fermionic condensate decays as $e^{-2mr \sin(\pi/q)}$ for a massive field and as $e^{-2r \sin(\pi/q)/d}$ for a massless field. In the case $q \leq 2$ the decay is stronger, like $e^{-2mr}$ and $e^{-2r/d}$ for the massive and massless cases, respectively. An alternative representation for the boundary-induced contribution to the fermionic condensate is given by the second term in the right-hand side of (2.79). This contribution is negative for points outside the defect. For points near the defect the fermionic condensate is dominated by the boundary-free part and is positive. At large distances from the string, the Minkowskian part dominates and the condensate is negative. Consequently, at some intermediate distances the fermionic condensate vanishes.

The vacuum energy-momentum tensor is diagonal and the corresponding radial stress is equal to the energy density. The boundary-induced contributions to the separate components are given by (2.121), where the functions $C_\nu(z,y)$ are defined by the expressions (2.122) and
(2.123) for massive and massless fields respectively. In the latter case the single plate parts vanish and the VEV of the energy-momentum tensor in the region between the plates does not depend on the coordinate $z$. For the axial stress, that is the case for a massive field as well. Similar to the fermionic condensate, for points away the plates, the boundary-induced contributions to the vacuum energy-momentum tensor vanish on the string. At distances from the conical defect larger than the Compton wavelength, $mr \gg 1$, the asymptotic for the topological parts is given by (2.131) and they are suppressed by the factor $e^{-2mr \sin(\pi/q)}$ for $q > 2$ and by the factor $e^{-2mr}$ for $q \leq 2$. Compared with the azimuthal and axial stresses, the topological contributions to the energy density and the radial stress contain an additional suppression factor $1/(mr)$. For a massless field and at distances $r \gg a$, one has the asymptotic behavior (2.133) with the suppression factor $e^{-2r \sin(\pi/q)/a}$ for $q > 2$ and $e^{-2r/a}$ for $q \leq 2$. This behavior for the topological part is in contrast to that for the boundary-free geometry. In the latter case the decay of the vacuum energy-momentum tensor is power law, as $1/r^4$.

Another representation for the VEV of the energy-momentum tensor in the region between the boundaries is given by (2.135) with the last term been the boundary-induced contribution. Both the boundary-free and boundary-induced contributions to the energy density are negative.

We have also considered the Casimir force per unit surface of the plates (the vacuum effective pressure), given by (2.142). It is decomposed into the Minkowskian and topological parts, the latter being induced by the conical defect. The vacuum pressure on the plates is not homogeneous. It vanishes at the point where the conical defect crosses the plates and is negative at other points. This corresponds to the attractive force between the plates. The Casimir pressure on the plates, in general, is not a monotonic function of the distance from the string. We have shown that the topological contributions in the vacuum energy and the pressure obey the standard thermodynamical relation (2.151).
Chapter 3: CASIMIR EFFECT FOR PARALLEL METALLIC PLATES IN CONICAL DEFECT SPACETIME

We evaluate the renormalized VEVs of electric and magnetic fields squared and the energy-momentum tensor for the electromagnetic field in the geometry of two parallel conducting plates on background of a conical defect. On the base of these results, the Casimir-Polder force on a polarizable particle and the Casimir forces acting on the plates are investigated. The VEVs are decomposed into the pure defect and plate-induced parts. The VEV of the electric field squared is negative for points with radial distance to the defect smaller than the distance to the plates and positive for the opposite situation. On the other hand the VEV for the magnetic field squared is negative everywhere. The boundary induced part in the VEV of the energy-momentum tensor is different from zero in the region between the plates only. Moreover, this part only depends on the distance from the string. The boundary-induced part in the vacuum energy density is positive for points with distance to the defect smaller than the distance to the plates and negative in opposite situation. The Casimir stresses on the plates depend non-monotonically on the distance from the defect. We show that the Casimir forces acting on the plates are always attractive.
3.1 Mode functions for electromagnetic field

In this chapter we consider the effect of two parallel metallic plates on the quantum fluctuations of electromagnetic field in background of a conical defect. For an idealized defect the corresponding line element in cylindrical coordinates with the defect along the $z$-axis is given by the expression

$$ds^2 = dt^2 - dr^2 - r^2 d\phi^2 - dz^2,$$

(3.1)

where $0 \leq \phi \leq \phi_0$ and the spatial points $(r, \phi, z)$ and $(r, \phi + \phi_0, z)$ are to be identified. We are interested in the change of the VEVs of the electric and magnetic fields squared and the energy-momentum tensor of the electromagnetic field, induced by the plates.

The VEV for a physical quantity $f \{F_i, F_k\}$, bilinear in the electric ($F = E$) or magnetic ($F = B$) fields, can be written as the mode-sum

$$\langle 0 | f \{F_i, F_k\} | 0 \rangle = \sum_{\alpha} f \{F_{\alpha i}, F_{\alpha k}^*\},$$

(3.2)

where $\{F_{\alpha i}, F_{\alpha k}^*\}$ represents a complete set of normalized mode functions, specified by a set of quantum numbers $\alpha$, and obeying the boundary conditions

$$n \times E_\alpha = 0, \quad n \cdot B_\alpha = 0, \quad z = 0, a,$$

(3.3)

where $n$ is the normal vector to the plates (directed along the $z$ axis). We will consider the VEVs in the region between the plates, $0 \leq z \leq a$. The VEVs for the regions $z \leq 0$ and $z \geq a$ are obtained as limiting cases.

We have two classes of mode functions corresponding to the waves of the transverse magnetic (TM) and transverse electric (TE) types. In the case of TM waves the corresponding mode functions for the electric field, obeying the boundary conditions (3.3) on the plate at $z = 0$, are given by the expressions

$$E_{\alpha1}^{(0)} = -\beta_\alpha k \gamma J_{q|m|}^\prime(\gamma r) \sin(kz) e^{i(qm\phi-\omega t)},$$

$$E_{\alpha2}^{(0)} = -i\beta_\alpha k q m r J_{q|m|}(\gamma r) \sin(kz) e^{i(qm\phi-\omega t)},$$

$$E_{\alpha3}^{(0)} = \beta_\alpha \gamma^2 J_{q|m|}(\gamma r) \cos(kz) e^{i(qm\phi-\omega t)},$$

(3.4)
where $J_\nu(x)$ is the Bessel function, $0 \leq \gamma < \infty$, and

$$
q = 2\pi/\phi_0, \quad \omega^2 = \gamma^2 + k^2, \quad m = 0, \pm 1, \pm 2, \ldots
$$

(3.5)

In (3.4), $E_{\alpha l}^{(0)}$ is the $l$-th physical component of the electric field vector in cylindrical coordinates and the values $l = 1, 2, 3$ correspond to the $r, \phi, z$ coordinates, respectively. For the mode functions corresponding to the magnetic field we find

$$
B_{\alpha l}^{(0)} = \beta_\alpha \omega \frac{qm}{r} J_{qm}(\gamma r) \cos(kz)e^{i(qm\phi-\omega t)},
$$

$$
B_{\alpha 2}^{(0)} = i\beta_\alpha \omega \gamma J'_{qm}(\gamma r) \cos(kz)e^{i(qm\phi-\omega t)},
$$

(3.6)

and $B_{\alpha 3}^{(0)} = 0$. The eigenvalues for $k$ are quantized by the boundary conditions (3.3) on the plate at $z = a$:

$$
k = k_n = \frac{\pi n}{a}, \quad n = 0, 1, 2, \ldots
$$

(3.7)

In the case of the TE waves, the mode functions have the form

$$
E_{\alpha 1}^{(1)} = -\beta_\alpha \omega \frac{qm}{r} J_{qm}(\gamma r) \sin(kz)e^{i(qm\phi-\omega t)},
$$

$$
E_{\alpha 2}^{(1)} = -i\beta_\alpha \omega \gamma J'_{qm}(\gamma r) \sin(kz)e^{i(qm\phi-\omega t)},
$$

$$
E_{\alpha 3}^{(1)} = 0,
$$

(3.8)

for the electric field and

$$
B_{\alpha 1}^{(1)} = \beta_\alpha k \gamma J'_{qm}(\gamma r) \cos(kz)e^{i(qm\phi-\omega t)},
$$

$$
B_{\alpha 2}^{(1)} = i\beta_\alpha k \frac{qm}{r} J_{qm}(\gamma r) \cos(kz)e^{i(qm\phi-\omega t)},
$$

$$
B_{\alpha 3}^{(1)} = \beta_\alpha \gamma^2 J_{qm}(\gamma r) \sin(kz)e^{i(qm\phi-\omega t)}.
$$

(3.9)

for the magnetic field, with the same notations as in (3.4). Now for the eigenvalues of $k$ we have $k = k_n = \pi n/a$, with $n = 1, 2, \ldots$. As it is seen from the formulas for the mode functions, they are specified by the set $\alpha = (\lambda, \gamma, m, n)$, where $\lambda = 0, 1$ corresponds to the TM and TE waves, respectively.

The mode functions for the vector potential are normalized by the condition

$$
\int_0^\infty dr \int_0^{2\pi} d\phi \int_0^a dz \ A_\alpha^{(\lambda)} \cdot A_\alpha^{(\lambda)*} = \frac{2\pi}{\omega} \delta_\alpha \delta_\alpha', \quad (3.10)
$$
where \( \delta_{\alpha \alpha'} \) is understood as the Dirac delta function for continuous components of the collective index \( \alpha \) and as the Kronecker delta for discrete ones. By taking into account that \( \mathbf{E}_\alpha = -\partial_t \mathbf{A}_\alpha = i\omega \mathbf{A}_\alpha \), the normalization condition is written in terms of the electric field modes as

\[
\int_0^\infty dr \int_0^{\phi_0} d\phi \int_0^a dz \mathbf{E}_\alpha^{(\lambda)} \cdot \mathbf{E}_{\alpha'}^{(\lambda)\ast} = 2\pi \omega \delta_{\alpha \alpha'}.
\]

(3.11)

For TM waves and for \( n \neq 0 \) one gets

\[
a_2 \phi_0 \beta_\alpha^2 \int_0^\infty dr \left\{ \left[ k^2 \left( \frac{q m}{r} \right)^2 + \gamma^2 \gamma'^2 \right] J_{q|m|}(\gamma r) J_{q|m|}(\gamma' r) + k^2 \gamma \gamma' J_{q|m|}'(\gamma r) J_{q|m|}'(\gamma' r) \right\} = 2\pi \omega \delta(\gamma - \gamma').
\]

(3.12)

The integral is divergent and the dominant contribution comes from large values of \( r \). By using the asymptotic expression for the Bessel function for large values of the argument. The integral is expressed in terms of the delta function and we find

\[
\beta_\alpha^2 = 4\pi / (a \phi_0 \gamma^2),
\]

where we have taken into account that for the mode under consideration \( \omega = \gamma \). Now let us consider the TE waves. For the corresponding mode functions one has

\[
E_{\alpha 1}^{(0)} = 0, \quad E_{\alpha 2}^{(0)} = 0, \quad E_{\alpha 3}^{(0)} = \beta_\alpha \gamma^2 J_{q|m|}(\gamma r) e^{i(q m \phi - \omega t)}
\]

and, hence,

\[
a_2 \phi_0 \gamma^2 \gamma'^2 \beta_\alpha^2 \int_0^\infty dr \left[ \omega \omega' J_{q|m|}'(\gamma r) J_{q|m|}'(\gamma' r) + \omega \omega' \left( \frac{q m}{r} \right)^2 J_{q|m|}(\gamma r) J_{q|m|}(\gamma' r) \right] = 2\pi \omega \delta(\gamma - \gamma').
\]

(3.13)

By using the result (2.19) for the integral one finds \( \beta_\alpha^2 = 2\pi / (a \phi_0 \gamma^2) \), where we have taken into account that for the mode under consideration \( \omega = \gamma \). Now let us consider the TE waves. For the corresponding mode functions one has

\[
a_2 \phi_0 \beta_\alpha^2 \int_0^\infty dr \left[ \omega \omega' J_{q|m|}'(\gamma r) J_{q|m|}'(\gamma' r) + \omega \omega' \left( \frac{q m}{r} \right)^2 J_{q|m|}(\gamma r) J_{q|m|}(\gamma' r) \right] = 2\pi \omega \delta(\gamma - \gamma').
\]

(3.14)

The integral is evaluated in a way similar to that for TM waves and we get \( \beta_\alpha^2 = 4\pi / (\gamma a \omega \phi_0) \). Combining all these results, we see that the normalization coefficient is given by the expression

\[
\beta_\alpha^2 = \frac{2q(1 - \delta_{\alpha 0}/2)}{\omega \gamma a},
\]

(3.15)

for both TM and TE modes.
3.2 VEVs for the electric and magnetic field squared

In this section we consider the VEVs of the electric and magnetic fields squared for the physical situation specified in the previous section. These VEVs are evaluated by using the mode sum

$$\langle 0 | F^2 | 0 \rangle = \sum_\alpha F^{(\alpha)}_\alpha \cdot F^{(\alpha)*}_\alpha,$$  

(3.16)

where $F = E$ and $F = B$ for the electric and magnetic fields respectively. First we consider the region between the plates, $0 \leq z \leq a$. Substituting the mode functions into the corresponding mode-sum formula (3.16), we find

$$\langle 0 | F^2 | 0 \rangle = \frac{4q}{a} \sum_{m=0}^{\infty} \int_0^\infty d\gamma \gamma \omega \left[ G_{qm}(\gamma r) \sum_{n=1}^{\infty} \left( 2k_n^2 + \gamma^2 \right) f_1^{(F)}(k_n z) \right.$$

$$\left. + \gamma^2 J_{qm}(\gamma r) \sum_{n=0}^{\infty} f_2^{(F)}(k_n z) \right],$$

(3.17)

where

$$G_{qm}(x) = J_{qm}^2(x) + (qm/x)^2 J_{qm}^2(x),$$

(3.18)

and we have defined the functions

$$f_1^{(E)}(x) = f_2^{(B)}(x) = \sin^2 x,$$

$$f_2^{(E)}(x) = f_1^{(B)}(x) = \cos^2 x.$$  

(3.19)

The expression in the right-hand side of (3.17) is divergent. We assume that a cutoff function is introduced to make them convergent without explicitly writing it. The special form of this function will not be important in the following discussion.

For the evaluation of the series over $n$ in (3.17) we apply the Abel-Plana summation formula, written in the form (see, for example, [163]):

$$\frac{\pi}{a} \sum_{n=0}^{\infty} f(\pi n/a) = \int_0^\infty dx f(x) + i \int_0^\infty dx \frac{f(ix) - f(-ix)}{e^{2ax} - 1},$$

(3.20)

where the prime on the summation sign means that the term with $n = 0$ should be taken with the coefficient $1/2$. This leads to the following representation of the VEVs:

$$\langle 0 | F^2 | 0 \rangle = \langle F^2 \rangle_1 + \langle F^2 \rangle_2,$$  

(3.21)
where the first and second terms in the right-hand side correspond to the first and second integrals in (3.20), respectively. For these separate terms we get the expressions

\[
\langle F^2 \rangle_1 = \frac{4q}{\pi} \sum_{m=0}^{\infty} \int_0^\infty dk \int_0^\infty d\gamma \frac{\gamma}{\omega} |G_{qm}(\gamma r)| \times (2k^2 + \gamma^2) f_1^{(F)}(kz) + \gamma^2 J_{qm}^2(\gamma r) f_2^{(F)}(kz),
\]

(3.22)

and

\[
\langle F^2 \rangle_2 = \frac{8q}{\pi} \sum_{m=0}^{\infty} \int_0^\infty d\gamma \int_0^\infty dx \left(\frac{x^2 - \gamma^2}{e^{2ax} - 1}\right)^{1/2} \times \left[G_{qm}(\gamma r) \left(2x^2 - \gamma^2\right) g_1^{(F)}(xz) + \gamma^2 J_{qm}^2(\gamma r) g_2^{(F)}(xz)\right],
\]

(3.23)

with the functions

\[
g_1^{(E)}(x) = -g_2^{(B)}(x) = \sinh^2 x,
\]

\[
g_2^{(E)}(x) = -g_1^{(B)}(x) = \cosh^2 x.
\]

(3.24)

The term \(\langle F^2 \rangle_1\) does not depend on the distance between the plates, whereas the term \(\langle F^2 \rangle_2\) vanishes in the limit \(a \to \infty\). From here it follows that the part \(\langle F^2 \rangle_1\) corresponds to the VEV in the geometry of a single plate located at \(z = 0\) when the second plate is absent. The part \(\langle F^2 \rangle_2\) is induced by the second plate at \(z = a\).

The single plate parts can be further decomposed as

\[
\langle F^2 \rangle_1 = \langle F^2 \rangle^{(s)}_1 + \langle F^2 \rangle^{(b)}_1,
\]

(3.25)

where

\[
\langle E^2 \rangle^{(s)} = \langle B^2 \rangle^{(s)} = \frac{2q}{\pi} \sum_{m=0}^{\infty} \int_0^\infty dk \int_0^\infty d\gamma \times \frac{\gamma}{\omega} \left[G_{qm}(\gamma r) \left(2k^2 + \gamma^2\right) + \gamma^2 J_{qm}^2(\gamma r)\right],
\]

(3.26)

is the corresponding VEV for a boundary-free string geometry. The terms

\[
\langle E^2 \rangle^{(b)}_1 = -\langle B^2 \rangle^{(b)}_1 = -\frac{2q}{\pi} \sum_{m=0}^{\infty} \int_0^\infty dk \cos(2kz)
\]

\[
\times \int_0^\infty d\gamma \frac{\gamma}{\omega} \left[G_{qm}(\gamma r) \left(2k^2 + \gamma^2\right) - \gamma^2 J_{qm}^2(\gamma r)\right],
\]

(3.27)
are the parts induced by the presence of a single plate at \( z = 0 \). Note that the latter is finite for points away from the plate and the renormalization is necessary for the boundary-free part only. The renormalized boundary-free part is given by the following simple expression [111]:

\[
\langle E^{2}\rangle_{\text{ren}}^{(s)} = \langle B^{2}\rangle_{\text{ren}}^{(s)} = -\frac{(q^2 - 1)(q^2 + 11)}{180\pi r^4}.
\]  

(3.28)

The corresponding VEV is negative.

In the plate-induced parts (3.27) the integrals over \( k \) are evaluated by using the integration formulas

\[
\int_{0}^{\infty} dk \frac{\cos(2kz)}{k^2 + \gamma^2} = K_0(2z\gamma),
\]

\[
\int_{0}^{\infty} dk \frac{k^2 \cos(2kz)}{k^2 + \gamma^2} = -\frac{1}{4} \partial_z^2 \int_{0}^{\infty} dk \frac{\cos(2kz)}{k^2 + \gamma^2} = -\gamma^2 K''_0(2z\gamma).
\]  

(3.29)

By taking into account that \( K''_0(y) = K_0(y) + K_1(y)/y \), one gets

\[
\langle E^{2}\rangle_{1}^{(b)} = -\langle B^{2}\rangle_{1}^{(b)} = \frac{2q}{\pi z^4} \sum_{m=0}^{\infty} \int_{0}^{\infty} du u^3
\]

\[
\times \left[ J_{qm}(ur/z)K_0(2u) + G_{qm}(ur/z)Q(2u) \right],
\]  

(3.30)

with the notation

\[
Q(x) = K_0(x) + 2K_1(x)/x,
\]  

(3.31)

As we see, the boundary-induced part is positive for the electric field and negative for the magnetic field.

For a metallic plate in background of Minkowski spacetime one has \( q = 1 \) and the summation over \( m \) in (3.30) can be explicitly done by using the formula \( \sum_{m=0}^{\infty} J_{qm}(y) = 1/2 \). In addition, differentiating the latter relation and using the equation for the Bessel function, it can be seen that \( \sum_{m=0}^{\infty} G_{qm}(y) = 1/2 \). The remaining integrals over \( u \) are evaluated by using the standard result for the integrals involving the Macdonald function. As as result we can see that

\[
\langle E^{2}\rangle_{1}^{(b)}|_{q=1} = -\langle B^{2}\rangle_{1}^{(b)}|_{q=1} = \frac{3}{4\pi z^4}.
\]  

(3.32)

For \( r \ll z \), in the boundary-induced parts (3.30) we use the asymptotic expression for the Bessel function for small values of the argument [177]. In addition, assuming that \((r/z)^{q-1} \ll 1\)
(q is not too close to 1) and $1 < q < 2$, we find
\[
\langle E^2 \rangle_1 \approx \frac{q}{\pi z^4} \int_0^\infty d\gamma \gamma^3 K_0(2\gamma) + \frac{4q}{2^{2q} \pi z^4} \\
\times \frac{(r/z)^{2q-2}}{\Gamma(2q)} \int_0^\infty d\gamma \gamma^{2q+1} \left[ K_0(2\gamma) + \frac{K_1(2\gamma)}{\gamma} \right] \\
= \frac{q}{4\pi z^4} + \frac{q^2(q+1)}{2^{2q} \pi z^4} (r/z)^{2q-2}.
\] (3.33)

By taking into account (3.28), we see that in the region under consideration the total VEV of the electric field squared is dominated by the boundary-free part and it is negative. In the opposite limiting case, $r \gg z$, to the leading order the boundary-induced VEV coincides with the corresponding quantity in Minkowski bulk. In this limit the total VEV is dominated by the boundary-induced part and it is positive for the electric field. For the magnetic field the total VEV is negative everywhere.

For integer values of the parameter $q$, the summation over $m$ in (3.30) can be done by using the formulas [94, 111, 127]
\[
\sum_{m=0}^{\infty} J^2_{qm}(y) = \frac{1}{2q} \sum_{l=0}^{q-1} J_0(2ys_l), \\
\sum_{m=0}^{\infty} G_{qm}(y) = \frac{1}{2q} \sum_{l=0}^{q-1} \cos(2\pi l/q) J_0(2ys_l).
\] (3.34)
with $s_l = \sin(\pi l/q)$. By using these formulas, for the single plate part we find:
\[
\langle E^2 \rangle_1 = \frac{1}{16\pi} \sum_{l=0}^{q-1} \int_0^\infty d\gamma \gamma^3 \left[ (\cos(2\pi l/q) + 1) K_0(z\gamma) + 2\cos(2\pi l/q) \frac{K_1(z\gamma)}{z\gamma} \right] J_0(\gamma rs_l).
\] (3.35)

By taking into account that $K_1(y) = -K'_0(y)$, the VEV is expressed in terms of the integrals
\[
\int_0^\infty d\gamma K_0(\gamma z) J_0(\gamma rs_l) = \frac{1}{z^2 + r^2 s_l^2}, \\
\int_0^\infty d\gamma \gamma^3 K_0(\gamma z) J_0(\gamma rs_l) = 4 \frac{z^2 - r^2 s_l^2}{[z^2 + r^2 s_l^2]^3}.
\] (3.36)

As a result, for the single plate-induced parts we find:
\[
\langle E^2 \rangle_1^{(b)} = -\langle B^2 \rangle_1^{(b)} = \frac{1}{4\pi} \sum_{l=0}^{q-1} (3 - 4s_l^2) \frac{z^2 - r^2 s_l^2}{(z^2 + r^2 s_l^2)^3}.
\] (3.37)

The $l = 0$ term in this expression coincides with the corresponding VEV for a plate in background of Minkowski spacetime: $\langle E^2 \rangle_1^{(b)}|_{q=1} = 3/(4\pi z^4)$. For $r \ll z$, from (3.37) we find
\[
\langle E^2 \rangle_1 \approx \frac{1}{4\pi z^4} \sum_{l=0}^{q-1} \left\{ 3 - 4s_l^2 + 4(r/z)^2 s_l^2 \left( 2 - 3s_l^2 \right) \right\}
\] (3.38)
By taking into account that
\[ \sum_{l=0}^{q-1} s_l^2 = \frac{q}{2}, \quad \sum_{l=0}^{q-1} s_l^4 = \frac{3q}{8}, \] (3.39)
we find
\[ \langle E^2 \rangle_1 \approx \frac{q}{4\pi z^4} \left[ 1 - \frac{1}{2} (r/z)^2 \right]. \] (3.40)
For \( r \gg z \), keeping the next-to-leading term, from (3.37) one gets
\[ \langle E^2 \rangle_1 \approx \frac{3}{4\pi z^4} - \frac{1}{4\pi r^4} \sum_{l=1}^{q-1} \frac{1}{s_l^4}. \] (3.41)
Note that the leading term in the correction induced by the defect does not depend on \( z \).

In figure 1 we plot the VEVs for the electric (full curves) and magnetic (dashed curves) field squared in the geometry of a single conducting plate located at \( z = 0 \) as a function of the ratio \( r/z \). The numbers near the curves are the corresponding values of the parameter \( q \). The dot-dashed curves correspond to the boundary-induced part in the VEV of the field squared, \( z^4 \langle E^2 \rangle_1^{(b)} \). Note that, in general, the boundary-induced part \( \langle E^2 \rangle_1^{(b)} \) is a non-monotonic function of \( r \). The corresponding VEVs for a plate in Minkowski spacetime would be presented by the horizontal lines \( 3/(4\pi) \) and \( -3/(4\pi) \) for the electric and magnetic fields respectively, and therefore putting them together for the total VEVs we get

In Fig. 13 we plot the VEVs for the electric (full curves) and magnetic (dashed curves) field squared in the geometry of a single conducting plate located at \( z = 0 \) as a function of the ratio \( r/z \). The numbers near the curves are the corresponding values of the parameter \( q \). The dot-dashed curves correspond to the boundary-induced part in the VEV of the field squared, \( z^4 \langle E^2 \rangle_1^{(b)} \). Note that, in general, the boundary induced part \( \langle E^2 \rangle_1^{(b)} \) is a non-monotonic function of \( r \). The corresponding VEVs for a plate in Minkowski spacetime would be presented by the horizontal lines \( 3/(4\pi) \) and \( -3/(4\pi) \) for the electric and magnetic fields respectively.

Now let us turn to the second plate induced parts given by (3.23). These parts for the electric and magnetic fields are presented in the form
\[ \langle E^2 \rangle_2 = \frac{1}{a^4} C(r/a) + \frac{1}{a^4} \sum_{j=\pm 1} D(r/a, jz/a), \]
\[ \langle B^2 \rangle_2 = \frac{1}{a^4} C(r/a) - \frac{1}{a^4} \sum_{j=\pm 1} D(r/a, jz/a). \] (3.42)
Figure 13: VEV of the field squared, $z^4 \langle F^2 \rangle_1$, for the electric (full curves) and magnetic (dashed curves) fields in the geometry of a single metallic plate. The numbers near curves are the values of the parameter $q$. The boundary-induced part in the VEV of the electric field squared is plotted separately by the dot-dashed curves

where

$$C(x) = -\frac{4q}{\pi} \sum_{m=0}^{\infty} \int_0^\infty d\gamma \int_{\gamma}^\infty du \frac{(u^2 - \gamma^2)^{-1/2}}{e^{2u} - 1} \left[ G_{qm}(\gamma x) (2u^2 - \gamma^2) - \gamma^2 J_{qm}^2(\gamma x) \right],$$

$$D(x, y) = \frac{2q}{\pi} \sum_{m=0}^{\infty} \int_0^\infty d\gamma \int_{\gamma}^\infty du \frac{(u^2 - \gamma^2)^{-1/2}}{e^{2u} - 1} e^{2yu} \left[ G_{qm}(\gamma x) (2u^2 - \gamma^2) + \gamma^2 J_{qm}^2(\gamma x) \right].$$

For the evaluation of the integrals over $u$ we use the expansion

$$\frac{1}{e^{2u} - 1} = \sum_{n=1}^{\infty} e^{-2nu}. \quad (3.43)$$

This gives

$$\int_\gamma^\infty du \frac{e^{2yu}}{(e^{2u} - 1) \sqrt{u^2 - \gamma^2}} = \sum_{n=1}^{\infty} \int_\gamma^\infty dx (x^2 - \gamma^2)^{-1/2} e^{-2(an-jy)x}$$

$$= \sum_{n=1}^{\infty} K_0(2(n - jy)\gamma), \quad (3.44)$$

and

$$\int_\gamma^\infty dx \frac{u^2 e^{2yu}}{(e^{2u} - 1) \sqrt{u^2 - \gamma^2}} = \sum_{n=1}^{\infty} \gamma^2 K''_0(2(n - jy)\gamma). \quad (3.45)$$
The remaining integrals are obtained taking in the last two results $y = 0$. By taking into account these formulas we find the following representations

$$
C(x) = -\frac{4q}{\pi} \sum_{n=1}^{\infty} \sum_{m=0}^{\infty'} \int_{0}^{\infty} d\gamma \gamma^3 \left[ G_{qm}(\gamma x)Q(2n\gamma) - J_{qm}^2(\gamma x)K_0(2n\gamma) \right],
$$

$$
D(x, y) = \frac{2q}{\pi} \sum_{n=1}^{\infty} \sum_{m=0}^{\infty'} \int_{0}^{\infty} d\gamma \gamma^3 \left[ G_{qm}(\gamma x)Q(2(n-y)\gamma) + J_{qm}^2(\gamma x)K_0(2(n-y)\gamma) \right].
$$

(3.46)

Note that the $z$-dependent parts for the VEVs of the electric and magnetic fields have opposite signs. In particular, they are cancelled in the corresponding energy density (see the next section). The quantity $\langle E^2 \rangle_2$ is finite on the plate at $z = 0$ and diverges on the plate at $z = a$. The divergence comes from the $n = 1$ term in the expression for the function $D(x, y)$. Note that the contribution of this term to the VEV of the electric field squared coincides with (3.30) with the replacement $z \rightarrow a - z$. Hence, it presents the VEV induced by the plate at $z = a$ when the plate at $z = 0$ is absent.

Combining the results for the single plate and second plate-induced parts, the total VEV is presented in the form

$$
\langle F^2 \rangle = \langle F^2 \rangle_{\text{ren}}^{(s)} - \frac{4q}{\pi} \sum_{n=1}^{\infty} \sum_{m=0}^{\infty'} \int_{0}^{\infty} d\gamma \gamma^3 \left[ G_{qm}(\gamma r)Q(2na\gamma) - J_{qm}^2(\gamma r)K_0(2na\gamma) \right] + \delta_E \frac{2q}{\pi} \sum_{n=-\infty}^{\infty} \sum_{m=0}^{\infty'} \int_{0}^{\infty} d\gamma \gamma^3 \left[ G_{qm}(\gamma r)Q(2|na - z|\gamma) + J_{qm}^2(\gamma r)K_0(2|na - z|\gamma) \right],
$$

(3.47)

where $\delta_E = 1$ and $\delta_B = -1$. The single plate parts in this expression are presented by the $n = 0$ and $n = 1$ terms in the last summation on the right-hand side. The VEV is not changed under the replacement $z \rightarrow a - z$, which is a direct consequence of the problem symmetry with respect to the plane $z = a/2$.

For integer values of the parameter $q$, by using formulas (3.34), one finds

$$
C(x) = -\frac{1}{2\pi} \sum_{l=0}^{q-1} \sum_{n=1}^{\infty} \frac{(1 - 4s_l^2) n^2 + x^2 s_l^2}{(n^2 + x^2 s_l^2)^{3}},
$$

$$
D(x, y) = \frac{1}{4\pi} \sum_{l=0}^{q-1} \sum_{n=1}^{\infty} \frac{(3 - 4s_l^2) (n - y)^2 - x^2 s_l^2}{[(n - y)^2 + x^2 s_l^2]^{3/2}}.
$$

(3.48)

After the summation over $n$, the function $C(x)$ can also be presented in the form

$$
C(x) = -\frac{1}{2\pi} \sum_{l=0}^{q-1} \left[ (1 - 4s_l^2) h_2(xs_l) + 4s_l^2 h_3(xs_l) \right],
$$

(3.49)
with the notations

\[ h_2(b) = \sum_{n=1}^{\infty} \frac{1}{(n^2 + b^2)^2} = -\frac{1}{2b^4} + \frac{\pi}{4b^3} \left[ \coth(\pi b) + \frac{\pi b}{\sinh^2(\pi b)} \right], \]

\[ h_3(b) = \sum_{n=1}^{\infty} \frac{b^2}{(n^2 + b^2)^3} \]

\[ = -\frac{1}{2b^4} + \frac{\pi}{16b^3} \left[ 3 \coth(\pi b) + \frac{3\pi b}{\sinh^2(\pi b)} + \frac{2\pi^2 b^2}{\sinh^2(\pi b)} \coth(\pi b) \right]. \] (3.50)

Note that \( h_2(0) = \pi^4/90 \). For integer \( q \), the expression of the total VEV takes the form:

\[ \langle F^2 \rangle = \langle F^2 \rangle_{\text{ren}} \sum_{l=0}^{q-1} \sum_{n=1}^{\infty} \frac{(1 - 4s_l^2) n^2 a^2 + r^2 s_l^2}{(n^2 a^2 + r^2 s_l^2)^3} \]

\[ + \frac{\delta F}{4\pi} \sum_{l=0}^{q-1} \sum_{n=\pm\infty} \frac{(3 - 4s_l^2) (n a - z)^2 - r^2 s_l^2}{(n a - z)^2 + r^2 s_l^2} \]. \] (3.51)

In Fig. 14 we display the dependence on \( r/a \) and \( z/a \) for the VEVs of the electric (left plot) and magnetic (right plot) field squared, in the region between the plates for a cosmic string with \( q = 2 \). For the VEV for the electric field squared the boundary-induced part dominates near the plates and it is positive in this region. Near the string the VEV is dominated by the boundary-free part and it is negative. The VEV of the magnetic field squared is negative everywhere.

In the region \( z < 0 \) the VEVs for the field squared are given by (3.25), where the plate induced part is still given by the expression (3.27). The same decomposition (3.25) is valid for
the region $z > a$, with the difference that now the single plate part is given by the expression (3.27) with the replacement $z \rightarrow z - a$.

### 3.3 An alternative representation of the electric field squared and the Casimir-Polder potential

Due to the boundary conditions imposed on the vacuum fluctuations of the electric and magnetic fields by the presence of the plates, the spectrum of these fluctuations is changed. This gives rise the Casimir-Polder forces acting on a polarizable particle. Here we consider a simple case of an isotropic polarizability neglecting the dispersion effects. In this approximation, the Casimir-Polder interaction energy is expressed as

$$ U(r) = -\frac{1}{2} \alpha \langle 0 | E^2 | 0 \rangle, \quad \text{(3.52)} $$

where $\alpha$ is the static polarizability of the microparticle. This static limit is a good approximation for separations $|z|, |a - z|, r \gg 1/\omega_j$, where $\omega_j$ is the eigenfrequency in the dispersion law for the polarizability. For example, in the oscillator model one has $\alpha(\omega) = \sum_j g_j / (\omega_j^2 - \omega^2)$, where $g_j$ are the oscillator strengths.

In order to obtain an alternative representation for the VEV of the electric field squared we start with the formula (3.17) for the electric field:

$$ \langle E^2 \rangle = \frac{4q}{a} \sum_{m,n=0}^{\infty} \int_0^{\infty} d\gamma \frac{\gamma^2}{\omega} \left[ \gamma^2 \cos^2(k_n z) J_{qm}^2(\gamma r) + (2k_n^2 + \gamma^2) \sin^2(k_n z) G_{qm}(\gamma r) \right], \quad \text{(3.53)} $$

with the notation (3.18). For the further transformation we use the integral representation

$$ \frac{1}{\omega} = \frac{1}{\sqrt{\pi}} \int_0^{\infty} ds \frac{s^{1/2}}{e^{-\omega^2 s}}. \quad \text{(3.54)} $$

Plugging this into (3.53) and introducing new integration variables $x = r^2/2s$ and $y = \gamma r$, the integrals over $y$ are evaluated by making use of the formulae

$$ \int_0^{\infty} dy y^{2p+1} e^{-y^2/2x} J_{qm}^2(y) = (2x^2 \partial_x)^p \left[ xe^{-x} I_{qm}(x) \right], $$

$$ \int_0^{\infty} dy y^{2p+1} e^{-y^2/2x} G_{qm}(y) = (2x^2 \partial_x)^p \left[ xe^{-x} \partial_x I_{qm}(x) \right], \quad \text{(3.55)} $$

where $p = 0, 1$, and $I_{qm}(x)$ is the modified Bessel function of the first kind. The first integral in (3.55) is given, for example, in [127]. The remaining integrals are obtained from the formulas
given in [178]. For the VEV one obtains
\[
\langle E^2 \rangle = \frac{8q}{\sqrt{2\pi ar^4}} \sum_{m,n=0}^{\infty} \int_0^\infty dx \sqrt{x} e^{-k_n^2 r^2/2x} \left\{ \cos^2(k_n z) \partial_x \left(x e^{-x}\right) + \sin^2(k_n z) \left[(k_n^2 r^2/x) e^{-x} \partial_x + \partial_x \left(x e^{-x} \partial_x\right)\right]\right\} I_{qm}(x).
\] (3.56)

Next we write the functions \(\cos^2(k_n z)\) and \(\sin^2(k_n z)\) in terms of the function \(\cos(2k_n z)\) and use the relation
\[
\sum_{n=0}^{\infty} e^{-k_n^2 r^2/2x} \cos(2k_n z) = \frac{a \sqrt{2x}}{2\sqrt{\pi r}} \sum_{n=-\infty}^{+\infty} e^{-2x(z-an)^2/r^2};
\] (3.57)
and similar relation for \(z = 0\). The formula (3.57) directly follows from the Poisson resummation formula (see also [178]). As a result, the VEV of the electric field squared is decomposed into two parts
\[
\langle E^2 \rangle = \langle E^2 \rangle_1 + \langle E^2 \rangle_2,
\] (3.58)
where
\[
\langle E^2 \rangle_1 = \frac{2}{\pi r^4} \sum_{n=-\infty}^{+\infty} \int_0^\infty dx x e^{-2x(an/r)^2} \left[-4x(an/r)^2 \partial_x + 2(1+x) \partial_x + 3\right] J_q(x),
\] (3.59)
and
\[
\langle E^2 \rangle_2 = \frac{2}{\pi r^4} \sum_{n=-\infty}^{+\infty} \int_0^\infty dx x e^{-2x(z-an)^2/r^2} \left[4x(z-an)^2/r^2 - 1\right] \partial_x + 1) - x \partial_x^2 - \partial_x \right] J_q(x).
\] (3.60)

Here we have introduced the function
\[
J_q(x) = q e^{-x} \sum_{m=0}^{[q/2]} I_{qm}(x).
\] (3.61)
For this function we have the following representation [179]
\[
J_q(x) = \sum_{l=0}^{[q/2]} e^{-2x s_l^2} - \frac{q \sin(q\pi)}{\pi} \int_0^\infty dy \frac{e^{-2x \cosh^2 y}}{\cosh(2qy) - \cos(q\pi)};
\] (3.62)
with the notation \(s_l = \sin(\pi l/q)\) and \([q/2]\) is the integer part of \(q/2\). The prime on the summation sign means that the terms \(l = 0\) and \(l = q/2\) (if \(q\) is and even integer) should be taken with coefficients 1/2.

Substituting (3.62) into (3.59), after integrating over \(x\), we find
\[
\langle E^2 \rangle_1 = \frac{1}{2\pi a^4} \left[ \frac{\pi^4}{90} + \sum_{l=1}^{[q/2]} f_1(s_l^2, (r/a)^2) - \frac{q \sin(q\pi)}{\pi} \int_0^\infty dy \frac{\frac{f_1(\cosh^2 y, (r/a)^2)}{\cosh(2qy) - \cos(q\pi)}}{2}\right],
\] (3.63)
where the first term in the square brackets come from the $l = 0$ term in (3.62) and

$$f_1(x, y) = \frac{1}{x^2 y^2} + 2 \sum_{n=1}^{\infty} \frac{n^2 (1 - 4x) + xy}{(xy + n^2)^3}.$$  

The prime on the summation sign in (3.63) means that in the case of even integer values of $q$ the term with $l = q/2$ should be taken with an additional coefficient 1/2. The contribution of the first term in the right-hand side of (3.64) to $\langle E^2 \rangle_1$ is expressed in terms of the function

$$c_n(q) = \sum_{l=1}^{[q/2]} s_l^{-n} - \frac{q}{\pi} \sin(q\pi) \int_0^\infty dy \frac{\cosh^{-n} y}{\cosh(2qy) - \cos(q\pi)},$$  

with $n = 4$ that is given by $c_4(q) = (q^2 - 1)(q^2 + 11)/90$. This contribution coincides with the renormalized VEV of the field squared in the boundary-free cosmic string spacetime [111] (for the VEV of the energy-momentum tensor see [92, 93],[180]), given by (3.28). For the radial component of the corresponding Casimir-Polder force one finds (more general results for an anisotropic polarizability tensor with dispersion are given in [181])

$$F_r^{(s)} = \alpha \frac{(q^2 - 1)(q^2 + 11)}{90\pi r^5}.$$  

This force is repulsive.

In a similar way, by using the result

$$\sum_{n=-\infty}^{\infty} \frac{1}{(n - z/a)^4} = \frac{\pi^4}{3} \frac{1 + 2 \cos^2(\pi z/a)}{\sin^4(\pi z/a)},$$  

for the contribution (3.60) we find

$$\langle E^2 \rangle_2 = \frac{\pi^3}{4a^4} \frac{1 + 2 \cos^2(\pi z/a)}{\sin^4(\pi z/a)} + \frac{1}{2\pi a^4} \left[ \sum_{l=1}^{[q/2]} f_2(s_l^2, (r/a)^2, z/a) \right]$$

$$- \frac{q \sin(q\pi)}{\pi} \int_0^\infty dy \frac{f_2(\cosh^2 y, (r/a)^2, z/a)}{\cosh(2qy) - \cos(q\pi)},$$  

with the function

$$f_2(x, y, u) = \sum_{n=-\infty}^{\infty} \frac{(3 - 4x)(n - u)^2 - xy}{[(n - u)^2 + xy]^3}. $$  

By taking into account (3.63) and (3.68), the Casimir-Polder potential is presented as

$$U(r) = U_M(r) + \frac{\alpha}{4\pi a^4} \left\{ \sum_{l=1}^{[q/2]} f(s_l^2, (r/a)^2, z/a) \right.$$  

$$ - \frac{q \sin(q\pi)}{\pi} \int_0^\infty \frac{dy}{\cosh(2qy) - \cos(q\pi)} \right\},$$  
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with the function

\[ f(x, y, u) = f_1(x, y) - f_2(x, y, u) \]

\[ = \sum_{n=-\infty}^{+\infty} \left\{ \frac{n^2 (1 - 4x) + xy}{(xy + n^2)^3} - \frac{(3 - 4x) (n - u)^2 - xy}{[(n - u)^2 + xy]^3} \right\}. \]  

(3.71)

In (3.70)

\[ U_M(r) = -\frac{\pi^3 \alpha}{8a^4} \left[ \frac{1 + 2 \cos^2(\pi z/a)}{\sin^4(\pi z/a)} - \frac{1}{45} \right]. \]  

(3.72)

In the absence of the conical defect one has \( q = 1 \) and this term survives only. Hence, it presents the potential in the region between the plates on the Minkowski bulk. The remaining contribution in (3.70) is induced by the conical defect. It is easily seen that \( f(x, y, 1 - u) = f(x, y, u) \). From here it follows that the Casimir-Polder potential is symmetric with respect to the plane \( z = a/2 \). For integer values of the parameter \( q \), the integral term in (3.70) vanishes.

In this special case, the expression we have derived above for the VEV of the electric field squared coincides with the result presented in the previous section \([161, 162]\).

The Casimir-Polder potential in the geometry of a single plate at \( z = 0 \) is obtained from the result presented above taking the limit \( a \to \infty \) for fixed values of \( r \) and \( z \). In this limit, the nonzero contribution in (3.70) comes from the term \( n = 0 \) only and for the Casimir-Polder potential one finds

\[ U^{(1)}(r) = -\frac{3\alpha}{8\pi z^4} + \frac{\alpha}{4\pi r^4} \left\{ c_4(q) + \sum_{i=1}^{\left\lceil q/2 \right\rceil} f^{(1)}(s^2, z^2/r^2) \right\} \]

(3.73)

- \frac{q \sin(q\pi)}{\pi} \int_0^{\infty} dy \frac{f^{(1)}(\cosh^2 y, z/r)}{\cosh(2qy) - \cos(q\pi)} \right\} ,

with the notation

\[ f^{(1)}(x, y) = \frac{(4x - 3) y + x}{(x + y)^3}. \]  

(3.74)

The first term in the right-hand side is the potential for a plate in Minkowski bulk. The part with the first term in the figure braces corresponds to the potential when the plate is absent.

In the region \( z < 0 \) the Casimir-Polder potential is given by (3.73). The corresponding formula in the region \( z > a \) is obtained by the replacement \( z \to z - a \). Therefore, we have found the Casimir-Polder potential in all the region for the problem at hand.

Let us describe some properties of the Casimir-Polder force. First of all we note that the problem is symmetric with respect to the plane \( z = a/2 \) and the \( z \)-component of the Casimir-
Polder force, $F_z = -\partial_z U(r)$, vanishes on that plane, $F_z|_{z=a/2} = 0$. Let us consider the behavior of the Casimir-Polder potential in the asymptotic regions of the parameters. For $r \ll z, a-z$, the leading contribution comes from the first term in the right-hand side of (3.64) and it coincides with the corresponding quantity in a conical space in the absence of boundaries, given by (3.28).

For points close to the plate, $z \ll a, r$, the dominant contribution to (3.70) comes from the first term in the square brackets of (3.72). Expanding it for small $z/a$, to the leading order one gets

$$U(r) \approx -\frac{3\alpha}{8\pi z^4}. \quad (3.75)$$

The leading term in the right-hand side coincides with the VEV of the field squared induced by a single conducting plate in Minkowski spacetime.

For large values of $r \gg a$ we need the asymptotic expression for the function $f(x, y, u)$ for $y \gg 1$. In this range the dominant contribution to the series in (3.69) comes from large values of $|y|$ and we can replace the summation by the integration. To the leading order one finds $f(x, y, u) \approx \pi(xy)^{-3/2}/2$. For the VEV of the field squared we get

$$U(r) \approx U_M(r) + \frac{\alpha c_3(q)}{8ar^3}. \quad (3.76)$$

This shows that the radial component of the Casimir-Polder force behaves as

$$F_r = -\partial_r U(r) \approx \frac{3\alpha c_3(q)}{8ar^4}. \quad (3.77)$$

The force is repulsive with respect to the string. Recall that near the string and for points not too close to the plates, the radial force is given by (3.66) and behaves as $1/r^5$.

In Fig. 15 we have plotted the Casimir-Polder potential in the region between the plates, $a^2U(r)/\alpha$, as a function of the rescaled coordinates $r/a$ and $z/a$ for a conical defect with planar angle deficit corresponding to $q = 1.5$.

### 3.4 Energy-momentum tensor and the Casimir force

In this section we consider the VEV of the energy-momentum tensor for the geometry of two parallel metallic plates. This VEV is obtained from the general formula (3.2) considering the standard expression for the energy-momentum tensor of the electromagnetic field:

$$\langle T_{ik} \rangle = \frac{1}{4\pi} \sum_\alpha \left[ -F^{(\lambda)}_{\alpha i} F^{(\lambda)k}_e + \frac{1}{4} g_{ik} F^{(\lambda)}_{\alpha e} F^{(\lambda)e}_\alpha \right]. \quad (3.78)$$
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Figure 15: Casimir-Polder potential in the region between the plates, as a function of the rescaled distances from the defect and from the plate at \( z = 0 \).

where \( F^{(\lambda)}_{\alpha\mu} = \partial_{\alpha} A^{(\lambda)}_{\mu} - \partial_{\mu} A^{(\lambda)}_{\alpha} \) is the field tensor and \( A^{(\lambda)}_{\alpha\mu} \) are the mode functions for the vector potential. The energy density is obtained by using the results for the electric and magnetic field squared investigated above:

\[
\langle T^0_0 \rangle = \frac{\langle E^2 \rangle + \langle B^2 \rangle}{8\pi}. \tag{3.79}
\]

Hence, it is sufficient to investigate the the VEV

\[
P_{ij} = \langle E_i E_j + B_i B_j \rangle, \tag{3.80}
\]

with \( i, j = 1, 2, 3 \). From the symmetry of the problem it follows that the only nonzero components are the diagonal ones and possibly the off diagonal component \( P_{13} = P_{31} \). Let us consider these components for TM and TE waves separately.

By using (3.4) and (3.6), for the separate components in the case of TM waves we have

\[
E^{(0)}_{\alpha1} E^{(0)}_{\alpha1} + B^{(0)}_{\alpha1} B^{(0)}_{\alpha1} = \beta^{2}_\alpha k^2 \gamma^2 J^2_{q|m}(\gamma r) \sin^2(kz) + \beta^{2}_\alpha \omega^2 \left( \frac{qm}{r} \right)^2 J^2_{q|m}(\gamma r) \cos^2(kz),
\]
\[
E^{(0)}_{\alpha2} E^{(0)}_{\alpha2} + B^{(0)}_{\alpha2} B^{(0)}_{\alpha2} = \beta^{2}_\alpha k^2 \left( \frac{qm}{r} \right)^2 J^2_{q|m}(\gamma r) \sin^2(kz) + \beta^{2}_\alpha \omega^2 \gamma^2 J^2_{q|m}(\gamma r) \cos^2(kz),
\]
\[
E^{(0)}_{\alpha3} E^{(0)}_{\alpha3} + B^{(0)}_{\alpha3} B^{(0)}_{\alpha3} = \beta^{2}_\alpha^4 J^2_{q|m}(\gamma r) \cos^2(kz)
\]
\[
E^{(0)}_{\alpha1} E^{(0)}_{\alpha3} + B^{(0)}_{\alpha1} B^{(0)}_{\alpha3} = -\beta^{2}_\alpha k \gamma^3 J_{q|m}(\gamma r) J'_{q|m}(\gamma r) \sin(kz) \cos(kz). \tag{3.81}
\]
For TE waves we get

\[
E_{a1}^{(1)} E_{a1}^{(1)} + B_{a1}^{(1)} B_{a1}^{(1)} = \beta_{a}^2 \omega^2 \left( \frac{qm}{r} \right)^2 J_{q|m}^2(\gamma r) \sin^2(kz) + \beta_{a}^2 k^2 \gamma^2 J_{q|m}^2(\gamma r) \cos^2(kz),
\]

\[
E_{a2}^{(1)} E_{a2}^{(1)} + B_{a2}^{(1)} B_{a2}^{(1)} = \beta_{a}^2 \omega^2 \gamma^2 J_{q|m}^2(\gamma r) \sin^2(kz) + \beta_{a}^2 k^2 \left( \frac{qm}{r} \right)^2 J_{q|m}^2(\gamma r) \cos^2(kz),
\]

\[
E_{a3}^{(1)} E_{a3}^{(1)} + B_{a3}^{(1)} B_{a3}^{(1)} = \beta_{a}^2 \gamma^2 J_{q|m}^2(\gamma r) \sin^2(kz)
\]

\[
E_{a1}^{(1)} E_{a3}^{(1)} + B_{a1}^{(1)} B_{a3}^{(1)} = \beta_{a}^2 k \gamma^3 J_{q|m}^2(\gamma r) J_{q|m}^2(\gamma r) \sin(kz) \cos(kz).
\]

(3.82)

Now we see that the contributions to the off-diagonal component coming from the TM and TE modes cancel each other and the vacuum energy-momentum tensor is diagonal. Summing the contribution from the TM and TE parts one finds

\[
\sum_{\lambda} \left[ E_{a1}^{(\lambda)} E_{a1}^{(\lambda)} + B_{a1}^{(\lambda)} B_{a1}^{(\lambda)} \right] = \beta_{a}^2 \gamma^2 \left[ k^2 J_{q|m}^2(\gamma r) + \omega^2 \left( \frac{qm}{\gamma r} \right)^2 J_{q|m}^2(\gamma r) \right],
\]

\[
\sum_{\lambda} \left[ E_{a2}^{(\lambda)} E_{a2}^{(\lambda)} + B_{a2}^{(\lambda)} B_{a2}^{(\lambda)} \right] = \beta_{a}^2 \gamma^2 \left[ \omega^2 J_{q|m}^2(\gamma r) + k^2 \left( \frac{qm}{\gamma r} \right)^2 J_{q|m}^2(\gamma r) \right],
\]

\[
\sum_{\lambda} \left[ E_{a2}^{(\lambda)} E_{a2}^{(\lambda)} + B_{a2}^{(\lambda)} B_{a2}^{(\lambda)} \right] = \beta_{a}^2 \gamma^2 J_{q|m}^2(\gamma r).
\]

(3.83)

As a consequence, the corresponding VEVs are presented in the form

\[
P_{11} = \frac{4q}{a} \sum_{m,n=0}^{\infty} \int_{0}^{\infty} d\gamma \frac{\gamma}{\omega} \left[ k^2 J_{q|m}^2(\gamma r) + \omega^2 \left( \frac{qm}{\gamma r} \right)^2 J_{q|m}^2(\gamma r) \right],
\]

\[
P_{22} = \frac{4q}{a} \sum_{m,n=0}^{\infty} \int_{0}^{\infty} d\gamma \frac{\gamma}{\omega} \left[ \omega^2 J_{q|m}^2(\gamma r) + k^2 \left( \frac{qm}{\gamma r} \right)^2 J_{q|m}^2(\gamma r) \right],
\]

\[
P_{35} = \frac{4q}{a} \sum_{m,n=0}^{\infty} \int_{0}^{\infty} d\gamma \frac{\gamma^2}{\omega} J_{q|m}^2(\gamma r),
\]

(3.84)

where \( k = k_n = \pi n/a \) and \( \omega = \sqrt{\gamma^2 + (n\pi/a)^2} \). As before, the expressions on the right-hand sides are divergent and the presence of a cutoff function is assumed.

By using the summation formula (3.20), for the series over \( n \) in (3.84) one obtains

\[
\frac{\pi}{a} \sum_{n=0}^{\infty} \frac{1}{\omega} = \int_{0}^{\infty} \frac{dk}{\sqrt{\gamma^2 + k^2}} + 2 \int_{\gamma}^{\infty} \frac{dx (x^2 - \gamma^2)^{-1/2}}{e^{2ax} - 1},
\]

\[
\frac{\pi}{a} \sum_{n=0}^{\infty} \frac{k^2}{\omega} = \int_{0}^{\infty} \frac{dk k^2}{\sqrt{\gamma^2 + k^2}} - 2 \int_{\gamma}^{\infty} \frac{x^2(x^2 - \gamma^2)^{-1/2}}{e^{2ax} - 1}.
\]

(3.85)

The first terms in the right hand sides of these formulas correspond to the part in the boundary-free conical defect. In the geometry of a single plate the corresponding VEVs vanish. Hence, we can write

\[
P_{ij} = P_{ij}^{(0)} + P_{ij}^{(b)},
\]

(3.86)
where the boundary-free part is given by

\begin{align}
P_{11}^{(0)} &= \frac{q}{\pi^2} \sum_{m=0}^{\infty} \int_0^\infty dk \int_0^\infty d\gamma \frac{\gamma}{\omega} \left[ k^2 J_{qm}^2(\gamma r) + \omega^2 \left( \frac{qm}{\gamma r} \right)^2 J_{qm}^2(\gamma r) \right], \\
P_{22}^{(0)} &= \frac{q}{\pi^2} \sum_{m=0}^{\infty} \int_0^\infty dk \int_0^\infty d\gamma \frac{\gamma}{\omega} \left[ \omega^2 J_{qm}^2(\gamma r) + k^2 \left( \frac{qm}{\gamma r} \right)^2 J_{qm}^2(\gamma r) \right], \\
P_{33}^{(0)} &= \frac{q}{\pi^2} \sum_{m=0}^{\infty} \int_0^\infty dk \int_0^\infty d\gamma \frac{\gamma^3}{\omega} J_{qm}^2(\gamma r). \tag{3.87}
\end{align}

The boundary-induced parts come from the last terms in (3.85)

\begin{align}
P_{11}^{(b)} &= -\frac{2q}{\pi^2} \sum_{m=0}^{\infty} \int_0^\infty d\gamma \int_0^\infty dx \gamma \int_0^\infty dx \gamma \frac{(x^2 - \gamma^2)^{-1/2}}{e^{2ax} - 1} \\
&\quad \times \left[ x^2 J_{qm}^2(\gamma r) + (x^2 - \gamma^2) \left( \frac{qm}{\gamma r} \right)^2 J_{qm}^2(\gamma r) \right], \\
P_{22}^{(b)} &= -\frac{2q}{\pi^2} \sum_{m=0}^{\infty} \int_0^\infty d\gamma \int_0^\infty dx \gamma \int_0^\infty dx \gamma \frac{(x^2 - \gamma^2)^{-1/2}}{e^{2ax} - 1} \\
&\quad \times \left[ (x^2 - \gamma^2) J_{qm}^2(\gamma r) + x^2 \left( \frac{qm}{\gamma r} \right)^2 J_{qm}^2(\gamma r) \right], \\
P_{33}^{(b)} &= \frac{2q}{\pi^2} \sum_{m=0}^{\infty} \int_0^\infty d\gamma \int_0^\infty dx \gamma \int_0^\infty dx \gamma \frac{(x^2 - \gamma^2)^{-1/2}}{e^{2ax} - 1} J_{qm}^2(\gamma r). \tag{3.88}
\end{align}

The integrals in (3.88) are evaluated by using the formulas

\begin{align}
\int_\gamma^\infty dx \frac{(x^2 - \gamma^2)^{-1/2}}{e^{2ax} - 1} &= \sum_{n=1}^{\infty} K_0(2an\gamma), \\
\int_\gamma^\infty dx \frac{x^2(x^2 - \gamma^2)^{-1/2}}{e^{2ax} - 1} &= \sum_{n=1}^{\infty} \gamma^2 K''_0(2an\gamma), \tag{3.89}
\end{align}

where we have used the expansion (3.43). This leads to the following expressions

\begin{align}
P_{11}^{(b)} &= -\frac{2q}{\pi^2} \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \int_0^\infty d\gamma \gamma^3 \left[ J_{qm}^2(\gamma r)K_0(2an\gamma) + G_{qm}(\gamma r)K_1(2an\gamma) \right], \\
P_{22}^{(b)} &= -\frac{2q}{\pi^2} \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \int_0^\infty d\gamma \gamma^3 \left[ \left( \frac{qm}{\gamma r} \right)^2 J_{qm}^2(\gamma r)K_0(2an\gamma) + G_{qm}(\gamma r)K_1(2an\gamma) \right], \\
P_{33}^{(b)} &= \frac{2q}{\pi^2} \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \int_0^\infty d\gamma \gamma^3 J_{qm}^2(\gamma r)K_0(2an\gamma). \tag{3.90}
\end{align}

For points away from the plates the boundary-induced parts \(P_{il}^{(b)}\) are finite and the cutoff function, implicitly assumed in the discussion above, can be safely removed.

As it has been shown the single plate parts in the VEV of the energy-momentum tensor vanish, \(\langle T_{\mu\nu}\rangle_{1}^{(b)} = 0\). Hence, in the regions \(z < 0\) and \(z > a\) one has \(\langle T_{\mu\nu}\rangle = \langle T_{\mu\nu}\rangle^{(s)}\). The
corresponding energy density is obtained by using the VEVs of the electric and magnetic field squared, given by (3.28):

$$\langle T_0^0 \rangle^{(s)} = \frac{\langle E^2 \rangle^{(s)}_{\text{ren}} + \langle B^2 \rangle^{(s)}_{\text{ren}}}{8\pi} = -\frac{(q^2 - 1)(q^2 + 11)}{720\pi^2r^4}. \quad (3.91)$$

From the Lorentz invariance of the boundary-free problem with respect to the boosts along the defect axis it follows that $\langle T_3^3 \rangle^{(s)} = \langle T_0^0 \rangle^{(s)}$. The remaining components are found by using the continuity equation $\nabla_\nu \langle T_\nu^\nu \rangle^{(s)} = 0$ and the zero trace condition $\langle T_\mu^\mu \rangle^{(s)} = 0$. In this way we can see that

$$\langle T_\mu^\mu \rangle^{(s)} = -\frac{(q^2 - 1)(q^2 + 11)}{720\pi^2r^4} \text{diag}(1, 1, -3, 1). \quad (3.92)$$

This result was obtained in [13,14].

In the region between the plates the total VEV is presented in the decomposed form

$$\langle T_{\mu\nu} \rangle = \langle T_{\mu\nu} \rangle^{(s)} + \langle T_{\mu\nu} \rangle^{(b)}. \quad (3.93)$$

The boundary-induced part in the energy density is obtained by using the corresponding parts in the electric and magnetic field squared. The remaining components are obtained combining the result for the energy density with the formulas (3.90). This leads to the following expressions

$$\langle T_0^0 \rangle^{(b)} = -\frac{q}{\pi^2} \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \int_0^\infty d\gamma \gamma^3 \left[ G_{qm}(\gamma r)Q(2an\gamma) - J_{qm}^2(\gamma r)K_0(2an\gamma) \right],$$

$$\langle T_1^1 \rangle^{(b)} = -\frac{q}{\pi^2} \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \int_0^\infty d\gamma \gamma^3 \left\{ J_{qm}^2(\gamma r) + \left[ 1 - \left( \frac{qm}{\gamma r} \right)^2 \right] J_{qm}^2(\gamma r) \right\} K_0(2an\gamma),$$

$$\langle T_2^2 \rangle^{(b)} = \frac{q}{\pi^2} \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \int_0^\infty d\gamma \gamma^3 \left\{ J_{qm}^2(\gamma r) + \left[ 1 + \left( \frac{qm}{\gamma r} \right)^2 \right] J_{qm}^2(\gamma r) \right\} K_0(2an\gamma),$$

$$\langle T_3^3 \rangle^{(b)} = \frac{q}{\pi^2} \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \int_0^\infty d\gamma \gamma^3 \left[ G_{qm}(\gamma r)Q(2an\gamma) + J_{qm}^2(\gamma r)K_0(2an\gamma) \right], \quad (3.94)$$

and the off-diagonal components vanish. It is easily checked that the boundary-induced part is traceless. Moreover, it does not depend on the z-coordinate.

Note that, by using the relation

$$J_{qm}^2(\gamma r) + \left[ 1 - \left( \frac{qm}{\gamma r} \right)^2 \right] J_{qm}^2(\gamma r) = \frac{2}{r^2} \int_0^r dx x J_{qm}^2(\gamma x), \quad (3.95)$$

the expression for the radial stress may also be written in the form

$$\langle T_1^1 \rangle^{(b)} = -\frac{2q}{\pi^2r^2} \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \int_0^\infty d\gamma \gamma^3 K_0(2an\gamma) \int_0^r dx x J_{qm}^2(\gamma x), \quad (3.96)$$
from which it follows that the boundary-induced part in the vacuum pressure along the radial
direction, \( p_1^{(b)} = -\langle T_1 \rangle^{(b)} \), is always positive. The same is the case for the boundary-free part.
Note that, from (3.94) we also have \( \langle T_1 \rangle^{(b)} + \langle T_2 \rangle^{(b)} \leq 0 \).

It can be explicitly checked that the boundary-induced parts obey the covariant continuity
equation, \( \nabla_{\mu} \langle T_{\mu \nu} \rangle^{(b)} = 0 \). By taking into account that the energy-momentum tensor is diagonal,
this equation is reduced to the single relation \( \partial_r (r \langle T_1 \rangle^{(b)}) = \langle T_2 \rangle^{(b)} \) between the radial and
azimuthal stresses. Indeed, from (3.96) we have

\[
\partial_r (r \langle T_1 \rangle^{(b)}) = \frac{2q}{\pi^2} \sum_{n=1}^{\infty} \sum_{m=0}^{\infty'} \int_0^\infty d\gamma \gamma^3 K_0(2an\gamma) \left[ \frac{1}{r^2} \int_0^r dx x J_{qm}^2(\gamma x) - J_{qm}^2(\gamma r) \right]
\]

which coincides with the expression (3.94) for \( \langle T_2 \rangle^{(b)} \), written in the form

\[
\langle T_2 \rangle^{(b)} = -\langle T_1 \rangle^{(b)} - \frac{2q}{\pi^2} \sum_{n=1}^{\infty} \sum_{m=0}^{\infty'} \int_0^\infty d\gamma \gamma^3 K_0(2an\gamma) J_{qm}^2(\gamma r). \quad (3.97)
\]

From here one gets the relation between the azimuthal and radial pressures:

\[
p_2^{(b)} = -p_1^{(b)} + \frac{2q}{\pi^2} \sum_{n=1}^{\infty} \sum_{m=0}^{\infty'} \int_0^\infty d\gamma \gamma^3 K_0(2an\gamma) J_{qm}^2(\gamma r), \quad (3.99)
\]
or \( p_2^{(b)} > -p_1^{(b)} \).

Let us consider the behavior of the boundary-induced part in the VEV of the energy-
momentum tensor near the string assuming that \( r \ll a \). Assuming that \( q > 1 \) and by using the
formula for the Bessel function for small arguments, to the leading order we find

\[
\langle T_0 \rangle^{(b)} \approx \langle T_3 \rangle^{(b)} \approx -\langle T_1 \rangle^{(b)} \approx -\langle T_2 \rangle^{(b)} \approx \frac{q\pi^2}{720a^4}. \quad (3.100)
\]

Here, additionally it was assumed that \( (r/a)^{q-1} \ll 1 \). The latter means that the parameter \( q \)
is not too close to 1. The next-to-leading term in the expansion over \( r/a \) behaves as \( (r/a)^{2q-2} \) for \( 1 < q < 2 \) and as \( (r/a)^2 \) for \( q \geq 2 \). In particular, we see that near the string the boundary-
induced part in the energy density is positive. Note that in this region the total VEV is
dominated by the boundary-free part. At large distances from the string, \( r \gg a \), the effects
induced by the nontrivial topology of the string are small and, to the leading order, the VEV
coincides with the corresponding expression for metallic plates in Minkowski spacetime 3.92:

\[
\langle T_{\mu \nu} \rangle \approx \langle T_{\mu \nu} \rangle^{(b)} \approx \langle T_{\mu \nu} \rangle_M = -\frac{\pi^2}{720a^4} \text{diag}(1, 1, 1, -3). \quad (3.101)
\]
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In this region the both boundary-free and boundary-induced parts in the vacuum energy density are negative.

For integer values of $q$ for the energy density
\[
\langle T^0_0 \rangle^{(b)} = \frac{C (r/a)}{4\pi} = -\frac{1}{8\pi^2} \sum_{l=0}^{q-1} \sum_{n=1}^{\infty} \frac{(1 - 4s_l^2)(an)^2 + r^2 s_l^2}{[(an)^2 + r^2 s_l^2]^3}.
\] (3.102)

For the summation over $m$ in the expression for the spatial components we can use the formulas (3.34). In addition, we need to sum the series
\[
\sum_{m=0}^{\infty} \left[ J_{qm}^2(y) - \left( \frac{qm}{y} \right)^2 J_{qm}^2(y) \right].
\] (3.103)

In order to do that we use the relation
\[
\int_0^y dx \, x^2 J_{qm}^2(x) = \frac{y^2}{2} \left[ J_{qm}^2(y) + (1 - \frac{q^2 m^2}{y^2}) J_{qm}^2(y) \right],
\] (3.104)
for the Bessel function. From here one has
\[
J_{qm}^2(y) - \left( \frac{qm}{y} \right)^2 J_{qm}^2(y) = \frac{2}{y^2} \int_0^y dx \, x J_{qm}^2(x) - J_{qm}^2(y),
\] (3.105)
and, hence,
\[
\sum_{m=0}^{\infty} \left[ J_{qm}^2(y) - \left( \frac{qm}{y} \right)^2 J_{qm}^2(y) \right] = \frac{2}{y^2} \int_0^y dx \, x \sum_{m=0}^{\infty} J_{qm}^2(x) - \sum_{m=0}^{\infty} J_{qm}^2(y) = \frac{1}{2q} \sum_{l=0}^{q-1} \left[ \frac{2}{y^2} \int_0^y dx \, x J_0(2xs_l) - J_0(2ys_l) \right].
\] (3.106)

For the integral in this expression we have
\[
\int_0^y dx \, x J_0(2xs_l) = \frac{y J_1(2ys_l)}{2s_l}.
\] (3.107)

As a consequence we get
\[
\sum_{m=0}^{\infty} \left[ J_{qm}^2(y) - \left( \frac{qm}{y} \right)^2 J_{qm}^2(y) \right] = \frac{1}{2q} \sum_{l=0}^{q-1} \left[ \frac{J_1(2ys_l)}{ys_l} - J_0(2ys_l) \right].
\] (3.108)

Combining (3.108) with (3.34), in the case of integer $q$ for the stresses one finds the following
expressions

\[ \langle T_1 \rangle^{(b)} = -\frac{a^{-4}}{8\pi^2} \sum_{l=0}^{q-1} \sum_{n=1}^{\infty} \frac{1}{[n^2 + (rs_l/a)^2]^2}, \]

\[ \langle T_2 \rangle^{(b)} = -\frac{a^{-4}}{8\pi^2} \sum_{l=0}^{q-1} \sum_{n=1}^{\infty} \frac{n^2 - 3(rs_l/a)^2}{[n^2 + (rs_l/a)^2]^3}, \]

\[ \langle T_3 \rangle^{(b)} = \frac{a^{-4}}{8\pi^2} \sum_{l=0}^{q-1} \sum_{n=1}^{\infty} \frac{(3 - 4s_l^2)n^2 - (rs_l/a)^2}{[n^2 + (rs_l/a)^2]^3}. \]  

(3.109)

By using the functions \( h_2(b) \) and \( h_3(b) \) from (3.50), we can write the obtained formulas in a single expression (no summation over \( \mu \))

\[ \langle T_{\mu}^{\nu} \rangle^{(b)} = -\frac{a^{-4}}{8\pi^2} \sum_{l=0}^{q-1} \left[ f_{\mu,2}(s_l)h_2(rs_l/a) + f_{\mu,3}(s_l)h_3(rs_l/a) \right], \quad (3.110) \]

where

\[
\begin{align*}
  f_{0,2}(x) &= 1 - 4x^2, & f_{0,3}(x) &= 4x^2, \\
  f_{1,2}(x) &= 1, & f_{1,3}(x) &= 0, \\
  f_{2,2}(x) &= 1, & f_{2,3}(x) &= -4, \\
  f_{3,2}(x) &= 4x^2 - 3, & f_{3,3}(x) &= 4 - 4x^2.
\end{align*} \]

(3.111)

The \( l = 0 \) terms in (3.110) coincide with the corresponding quantities for parallel plates in Minkowski spacetime (see (3.101)). In Fig. 16 we present the ratio of the boundary-induced part of the energy density to the corresponding quantity for parallel plates in Minkowski spacetime as a function of the distance from the string. The numbers near the curves are the values of the parameter \( q \). In the regions \( z < 0 \) and \( z > a \) the boundary-induced part in the VEV of the energy-momentum tensor vanishes and in these regions \( \langle T_{\mu\nu} \rangle = \langle T_{\mu\nu}^{(s)} \rangle \).

The Casimir force acting per unit surface of the plate is determined by the component \( \langle T_3^3 \rangle \). For the corresponding effective pressure one has: \( p_3 = -\langle T_3^3 \rangle \). The boundary free part of the pressure is the same for both sides of the plate and it does not contribute to the net force. Hence, the force per unit surface of the plate is determined by the boundary induced part of the pressure along the \( z \)-direction:

\[ p_3^{(b)} = -\frac{q}{\pi^2 a^4} \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \int_0^{\infty} d\gamma \gamma^3 \left\{ G_{qm}(\gamma r/a)Q(2n\gamma) + J_{qm}(\gamma r)K_0(2n\gamma) \right\}. \]  

(3.112)
In contrast to the case of Minkowski bulk, the Casimir stress on the plates is not uniform. The effective pressure (3.112) is always negative and, consequently, the corresponding Casimir force is always attractive. For integer values of the parameter \( q \) one has

\[
p_3^{(b)} = -\frac{a^{-4}}{8\pi^2} \sum_{l=0}^{q-1} \sum_{n=1}^{\infty} \frac{(3 - 4s_l^2) n^2 - (rs_l/a)^2}{[n^2 + (rs_l/a)^2]^3}
\]

\[
= -\frac{a^{-4}}{8\pi^2} \sum_{l=0}^{q-1} \left[(3 - 4s_l^2) h_2(rs_l/a) - 4 (1 - s_l^2) h_3(rs_l/a)\right],
\]

(3.113)

Figure 16: The ratio of the boundary-induced part in the energy density to the corresponding quantity for parallel plates in Minkowski spacetime. The numbers near the curves are the values of the parameter \( q \).

As it has been shown before, the corresponding forces are attractive. The \( l = 0 \) term in this expression coincides with the corresponding quantity for plates in Minkowski spacetime: \( p_{M,3} = -\frac{\pi^2}{240}. \) In Fig. 17 is plotted the ratio \( p_3^{(b)}/p_{M,3} \) as a function of the distance from the string (in units of the separation between the plates) for separate values of the parameter \( q \) (numbers near the curves).
3.5 Summary

In this chapter we have investigated the combined effects from nontrivial topology and boundaries on properties of the electromagnetic vacuum. The nontrivial topology of the spacetime is induced by the presence of the conical string-like defects, and the for the boundaries we have considered the classical Casimir geometry with two parallel conducting plates. Among the most important characteristics of the ground state are the VEVs of the electric and magnetic fields squared and the energy-momentum tensor. To evaluate these VEVs we have employed the direct mode summation technique. Applying the Abel-Plana summation formula to the mode sum over the eigenvalues of the wave vector component along the conical defects, we have explicitly decomposed the VEVs into the pure string and boundary-induced parts. The pure string parts in the VEVs of the electric and magnetic fields squared coincide and they are negative everywhere. The presence of the conical defect increases the boundary-induced parts in the VEVs of the field squared when compared with the Minkowski spacetime results.

The boundary part in the VEVs of the field squared are further split into the single plate
and the second plate-induced parts. Single plate parts are given by expression (3.29) and they have opposite signs for the electric and magnetic fields. For points near the string, $r \ll z$, the VEV of the electric field squared is dominated by the pure string part and is negative. Near the plate, $z \ll r$, the plate induced part dominates and the VEV is positive. The VEV of the magnetic field squared is negative everywhere. The second plate-induced parts are presented in the form (3.42) with the functions defined in (3.46). The $z$-dependent parts in the expressions for the electric and magnetic fields squared have opposite signs and they are cancelled in the expression for the vacuum energy density. The general formulas are simplified in a special case of integer values of the parameter $q$. The corresponding expressions take the form (3.51) and (3.48).

We have investigated the Casimir-Polder interaction of a polarizable microparticle in this geometry. In the static limit, when the dispersion of the polarizability can be neglected, the Casimir-Polder potential is expressed in terms of the VEV of the electric field squared. For the evaluation of the latter we have used the method of direct summation over a complete set of the electromagnetic field modes in the problem under consideration. We have provided a closed expression for the Casimir-Polder potential for an arbitrary value of the planar angle deficit, given by (3.70) in the region between the plates. In the remaining regions, the potential describes the interaction between a polarizable microparticle and a single plate. The corresponding expression for the region $z < 0$ is presented as (3.73). Near the plates and not too close to the defect, the leading term in asymptotic expansion coincides with the Casimir-Polder potential for a single plate in Minkowski bulk and is given by (3.75). For points close to the defect, the leading contribution comes from the part corresponding to the geometry in the absence of the plates with the radial force given by (3.66). The latter decays as $1/r^5$. At large distances from the defect, the radial force is presented as (3.77) and the decay is slower, like $1/r^4$.

The boundary-induced part in the VEV of the energy-momentum tensor for the electromagnetic field is different from zero in the region between the plates only. The expressions for the separate components are given by formula (3.94). The VEVs are uniform with respect to the coordinate along the conical defect and depend on the distance from the string only. The boundary-induced part in the vacuum energy density is positive near the string and negative.
at large distances from the string. The radial effective pressure is always positive. The general formulas for the VEV of the energy-momentum tensor are simplified for integer values of the parameter $q$. The corresponding expressions are given by (3.110). In contrast to the geometry of two conducting plates in Minkowski spacetime, in the geometry with conical defect the Casimir stresses on the plates are non-uniform. They depend on the distance from the string and this dependence is not monotonic. The Casimir forces acting on the plates are always attractive. They are given by (3.112) for the general case and by (3.113) for integer values of the parameter $q$. 
CONCLUSIONS

1. The magnetic flux threading a two-dimensional circular planar ring induces the charge and azimuthal current densities in the ground state of a quantum fermionic field. They are odd periodic functions of the magnetic flux with the period equal to the flux quantum. On the outer edge of the ring the current density is equal to the charge density whereas on the inner edge they have opposite signs. For a fixed values of the other parameters, both the charge and current densities decrease by the modulus with decreasing outer radius.

2. Unlike the case of the boundary-free geometry the charge and current densities in the ring are continuous at half-odd integer values for the ratio of the magnetic flux to the flux quantum, and both of them vanish at these points. The behaviour of the mean charge and current densities as functions of the field mass (energy gap in field theoretical models of planar condensed matter system) is essentially different for two inequivalent representations of the Clifford algebra. With the initial increase of the mass from the zero value, the modulus for the charge and current densities decreases for one of the irreducible representations and increases for the other. With further increase of the mass the vacuum densities are suppressed in both cases.

3. The charge and current densities in parity and time-reversal symmetric models are obtained combining the results for two inequivalent representations. Assuming that for both these representations the boundary condition and the masses are the same, the resulting charge density vanishes, whereas the current density is doubled. The effective charge density may appear if the energy gap generation mechanism breaks the symmetry with respect to the representations.

4. The fermionic condensate and the ground state energy-momentum tensor for a fermionic field in the geometry of two parallel plates perpendicular to the conical defect are decomposed into the boundary-free and boundary-induced contributions. Fermionic condensate is positive near the string and negative at large distances, whereas the vacuum energy density is negative everywhere. The radial stress is equal to the energy density. For a
massless field, the boundary induced contribution in the VEV of the energy-momentum tensor is different from zero in the region between the plates only and it does not depend on the coordinate along the defect axis.

5. The fermionic Casimir pressures on the plates are inhomogeneous and vanish at the location of the conical defect. The corresponding Casimir forces are attractive.

6. Combined effects from a conical defect and parallel conducting plates on the zero-point fluctuations of the electromagnetic field are investigated. The expectation value of the electric field squared is negative for points with the radial distance to the string smaller than the distance to the plates, and positive for the opposite situation. The expectation value for the magnetic field squared is negative everywhere. The boundary-induced part in the VEV of the energy-momentum tensor is different from zero in the region between the plates only. This part only depends on the distance from the string. The boundary-induced part in the vacuum energy density is positive for points with a distance to the string smaller than the distance to the plates and negative in the opposite situation.

7. The electromagnetic Casimir stresses on the plates depend non-monotonically on the distance from the defect. The corresponding forces are always attractive. The Casimir-Polder forces acting on a polarizable microparticle are repulsive with respect to the defect and attractive with respect to the closer plate.
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